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Thermal-Boundary-Layer
Response to Convected Far-Field
Fluid Temperature Changes
Fluid flows of varying temperature occur in heat exchangers, nuclear reactors,
nonsteady-flow devices, and combustion engines, among other applications with heat
transfer processes that influence energy conversion efficiency. A general numerical
method was developed with the capability to predict the transient laminar thermal-
boundary-layer response for similar or nonsimilar flow and thermal behaviors. The
method was tested for the step change in the far-field flow temperature of a two-
dimensional semi-infinite flat plate with steady hydrodynamic boundary layer and con-
stant wall temperature assumptions. Changes in the magnitude and sign of the fluid-wall
temperature difference were considered, including flow with no initial temperature dif-
ference and built-up thermal boundary layer. The equations for momentum and energy
were solved based on the Keller-box finite-difference method. The accuracy of the method
was verified by comparing with related transient solutions, the steady-state solution, and
by grid independence tests. The existence of a similarity solution is shown for a step
change in the far-field temperature and is verified by the computed general solution.
Transient heat transfer correlations are presented, which indicate that both magnitude
and direction of heat transfer can be significantly different from predictions by quasi-
steady models commonly used. The deviation is greater and lasts longer for large Prandtl
number fluids. �DOI: 10.1115/1.2953239�

Keywords: thermal boundary layer, transient heat transfer, nonsteady flow, wave rotor
ntroduction
Nonsteady heat convection occurs in many natural and engi-

eered systems. Of particular interest is the flow of gases of vary-
ng temperatures in energy conversion devices. In such practical
pplications, classical steady heat transfer correlations are widely
sed, with an assumption of quasisteadiness. This may cause sig-
ificant heat transfer prediction errors in both direction and mag-
itude due to the transient thermal response. For example, Annand
nd Pinfold �1� measured the heat transfer rate to the internal
urface of an operating internal combustion engine and found that
he heat transfer rate is out of phase with the bulk-gas wall tem-
erature difference. Kornhauser and Smith �2� derived a complex
usselt number for the in-cylinder heat transfer during the com-
ression and expansion to account for the unsteady thermal effect
n heat transfer. These studies of gross heat transfer did not ex-
mine details of the boundary-layer transients.

Accurate knowledge of the time-varying thermal response is
ecessary in the design and transient operation of unsteady sys-
ems, such as regeneration heat exchangers, nuclear reactors, com-
ustion engines, shock tubes, and wave rotors. Significant fuel
fficiency and emission reduction benefits are offered by ma-
hines that exploit nonsteady flow, such as wave rotors and pulsed
ombustion devices �3–5�. These machines require an accurate
rediction of heat transfer in passages with varying gas tempera-
ures.

The convection of nonuniform fluid with a moving
emperature-step contact surface has important engineering appli-
ation in the channels of regenerative heat exchangers and wave
otors. These machines are typically constructed as rotating drums

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 7, 2007; final manuscript re-
eived December 23, 2007; published online August 7, 2008. Review conducted by
ouis C. Burmeister. Paper presented at the 2007 ASME International Mechanical

ngineering Congress �IMECE2007�, Seattle, WA, November 10–16, 2007.

ournal of Heat Transfer Copyright © 20
with a number of flow channels that admit different gases alter-
nately. The wave rotor, in particular, has been shown to have
potential to improve aircraft and gas turbine energy efficiency and
to reduce emission of greenhouse gases by 10–25%. Regenerative
heat exchangers also have important energy conversion benefits
�6�.

Using pressure waves like a shock tube �7� and possibly con-
fined pressure-gain combustion, the wave rotor affects direct pres-
sure exchange and work transfer between inert or reacting fluids
�8�. By rotation, each channel is periodically charged from or
discharged to inlet and outlet partial annular ports. The alignment
of the rotating channel with an inlet port creates a pressure wave
that travels rapidly into the gas inside the channel, equalizing
pressure and velocity. More slowly, the channel ingests fresh gas
flow that has a different composition and temperature, but now
shares the same velocity as the gas inside the channel.

The fundamental behavior of such transient thermal problems
can be well modeled as an external boundary-layer problem on a
two dimensional �2D� semi-infinite flat plate using standard
boundary-layer assumptions. The present study is limited to lami-
nar flow conditions with a steady-flow velocity field.

Changes in a thermal boundary layer can be induced through
different actions, such as imposing a heat flux at the wall �9–11�,
change in wall surface temperature �12�, or change in fluid tem-
perature �13,14�. This paper focuses on the transient laminar ther-
mal boundary layer due to a moving incompressible fluid of vary-
ing temperatures. A general methodology was developed for the
simulation of unsteady thermal-boundary-layer behavior subject
to uniform or nonuniform flow and thermal boundary conditions
�15�. The method is illustrated for the cases of an initial steady
state subject to a sudden step temperature change as the fluid of
different temperature sweeps over the plate, with unchanged ve-
locity. As the contact surface between the two fluids travels down
the plate, the upstream boundary layer asymptotically approaches
a new steady state.
The cases studied here include flows with and without an initial

OCTOBER 2008, Vol. 130 / 101001-108 by ASME
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hermal boundary layer, subject to a step change in far-field fluid
emperature. A range of Prandtl number is considered to illustrate
he effect of the relative size of the thermal boundary layer, which

ust be accommodated in the numerical method.
The governing incompressible laminar 2D unsteady-boundary-

ayer equations were solved using Keller’s box method �16�. This
s an implicit finite-difference method with second-order accuracy
or both spatial and temporal variables and can be improved to
igher orders of accuracy �17�. The method has been applied to
orced-convection problems such as two-dimensional �18� and
hree-dimensional steady flows �19,20� as well as two-
imensional time-dependent flow �21�, in addition to thermal-
oundary-layer problems �22�. It has also been applied to free-
onvection flow �23� and combined forced and free-convection
ow �24�. According to the Keller-box method, the high-order
ifferential equations are rewritten as a system of first-order equa-
ions by introducing new dependent variables. The system is then
inearized using Newton’s method, and the resulting system is
olved effectively by using the block-elimination method �25�. A
arching procedure along the flow direction �x� at each time step

equires iteration at each x-station until some convergence crite-
ion is satisfied.

eneral Equations
A steady hydrodynamic boundary layer is established, the fluid
oving with constant velocity u� far from the plate. At time t
0, the bulk fluid temperature is constant at T�1. In the general

ase when T�1 is different from the plate temperature Tw, a steady
nitial thermal boundary layer is also established. At time t=0, the
ncoming far-field fluid temperature at the leading edge is sud-
enly changed to T�2. For t�0, the far-field fluid at T�2 is con-
ected down the plate at speed u�. The appropriate far-field tem-
erature boundary condition is applied on each side of the contact
urface between the fluids, while the plate temperature remains
onstant. The fluid is assumed incompressible, and the density and
ther fluid properties are assumed constant, so that the 2D
oundary-layer equations are uncoupled. Viscous dissipation is
eglected and the Eckert number is assumed small due to low
uid velocity �26�.
The boundary-layer continuity and momentum equations for

he 2D laminar incompressible flow have the following time-
teady form:

�u

�x
+

�v
�y

= 0 �1�

u
�u

�x
+ v

�u

�y
= �

�2u

�y2 �2�

The boundary conditions applied to Eqs. �1� and �2� are

u�x,0� = v�x,0� = 0 and u�x,�� = u� �3�
The time-dependent energy equation

�T

�t
+ u

�T

�x
+ v

�T

�y
= �

�2T

�y2 �4�

s subject to the initial condition

T�x,y � 0,t � 0� = T�1

nd boundary conditions

T�x � u�t,y → �,t � 0� = T�2

T�x � u�t,y → �,t � 0� = T�1 �5�

T�x,y = 0,t� = Tw

here T�2 can be equal to, greater than, or less than T�1.

Equations �2� and �4� are nondimensionalized as
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Ū
�Ū

�X
+ V̄

�Ū

�Y
=

�2Ū

�Y2 �6�

��

�	
+ Ū

��

�X
+ V̄

��

�Y
=

1

Pr

�2�

�Y2 �7�

where

X =
x

L
, Y =

y

L
�ReL, Ū =

u

u�

, V̄ =
v
u�

�ReL

�8�

� =
T − T�

Tw − T�

, 	 =
tu�

L

T� is T�1 if a thermal boundary layer exists initially. T� is T�2 if
T�1=Tw.

Using the standard definition of the stream function, 
 �Ū
=�
 /�Y, V̄=−�
 /�X�, the boundary layer similarity transforma-
tion is introduced,

� =
Y
�X

, f�X,�� =



�X
�9�

where � is the similarity variable and f is the nondimensional
reduced stream function. Unlike for some steady boundary layers
with constant velocity or power-law velocity variation, the
X-dependence is not eliminated by this step for a general far-field
temperature variation, only reduced.

The nondimensional momentum equation and the time-
dependent energy equation can be written as

f� +
1

2
f f� = X� f�

�f�

�X
− f�

�f

�X
� �10�

1

Pr
�� +

1

2
f�� = X� f�

��

�X
− ��

�f

�X
+

��

�	
� �11�

The number of prime marks on f and � denotes the degree of
differentiation with respect to �, the first derivative being f�. The
boundary conditions for the steady momentum equation are re-
written as

f�X,0� = f��X,0� = 0, f��X,�� = 1 �12�

With the above definition of �, when the initial fluid tempera-
ture is different from the wall temperature, the boundary condi-
tions are

��X � 	,�,	 � 0� =
T�2 − T�1

Tw − T�1
= R

�13�
��X � 	,�,	 � 0� = 0, ��X,0,	� = 1

When the initial fluid and wall temperatures are equal, the
boundary conditions become

��X � 	,�,	 � 0� = 0
�14�

��X � 	,�,	 � 0� = 1

Regional Self-Similar Solution
Although Eqs. �10� and �11� indicate the solution dependency

on X and 	, the thermal boundary layer can be shown to be self-
similar with respect to a dimensionless ratio, 	+=	 /X=u�t /x, for
any far-field temperature variation that is purely convected at a
constant u�, given a uniform wall boundary condition. The solu-
tions with respect to � collapse to a single curve for a given value
of 	+, which, in the case of a step change in far-field temperature,
represents the distance traveled by the contact surface from the

leading edge, relative to the distance x of any location of interest.
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he elapsed time after the contact surface passes a given location
s represented by 	+−1. This self-similar character can be shown
y introducing a similar transformation with the definition of 	+,
educing Eqs. �2� and �4� to

f� + 1
2 f f� = 0 �15�

nd

1

Pr
�� +

1

2
f�� =

��

�	+ �1 − f�	+� �16�

The transformation in Eqs. �15� and �16� now eliminates the
-dependency in the equations. If the boundary conditions are
lso independent of X, the solutions will be functions of � and 	+

nly. In the undisturbed region with 	+�1, the self-similar
oundary-layer solution remains as a function of � alone.

Note that when the temporal coefficient �1− f�	+� changes sign
rom positive for locations close to the plate �where f��1� to
egative for locations close to the upper boundary layer, a com-
ination of different finite-difference schemes is required. Equa-
ions �15� and �16� have been solved for other X-independent
oundary conditions, using appropriate numerical methods �12�.

umerical Discretization and Method Validation
In this study, a general methodology is presented for problems

ith similar or nonsimilar flow and thermal behaviors. The simi-
arity character for the special case above is verified. The Keller-
ox numerical discretization is based on the idea of expressing all
unctions and derivatives in terms of quantities at the corners of
ne computational block. All derivatives are approximated by
imple centered-difference and two-point averages using only val-
es at the corners of the three-dimensional box �or rectangle
esh� �16�. The box schematic is shown in Fig. 1, with Xi=Xi−1
Xi, 	n=	n−1+	n, and � j =� j−1+� j. The spacings Xi, � j,
nd 	n are independently variable.

New dependent variables g, h, and e are introduced to eliminate
ll higher-order derivatives, and a system of first-order partial dif-
erential equations is formed. The transformed Eqs. �10� and �11�
re rewritten as

g =
�f

��
= f� �17�

h =
�g

= g� �18�

Fig. 1 Finite-difference grid for the Keller-box scheme
��

ournal of Heat Transfer
e =
��

��
= �� �19�

h� +
1

2
fh = X�g

�g

�X
− h

�f

�X
	 �20�

1

Pr
e� +

1

2
fe = X�g

��

�X
− e

�f

�X
+

��

�	
	 �21�

The first-order partial differential equations �Eqs. �17�–�19�� are
discretized about the point �xi, � j−1/2�, Eq. �20� is discretized at
�xi−1/2, � j−1/2�, and Eq. �21� is discretized at �xi−1/2, � j−1/2, 	n−1/2�.

The transformed laminar boundary-layer thickness is nominally
constant; the computation domain extends to �max=8, and the
velocity attains 0.999 of its freestream value around �=6. The
velocity and temperature field were calculated using uniform grid
spacings 	=0.001, X=0.001, and �=0.01 for smooth high-
resolution solutions. Grid sensitivity was examined by choosing
successively finer grids, and they showed no significant improve-
ment on the solution accuracy.

The time accuracy of the described methodology and its com-
puter coding were validated by a comparison with the known
analytical solution of a problem with a sudden temperature change
of an infinite flat plate. At time t=0, the plate temperature has a
sudden change, while the far-field fluid temperature remains con-
stant. This problem is mathematically expressed as the heat diffu-
sion equation

��

�t
= a

�2�

�y2 �22�

with initial and boundary conditions

� = �w = 1 at y = 0, t � 0

� = �� = 0 at y → �, t � 0 �23�

� = �� = 0 at 0 � y � �, t � 0

The analytical solution �27� is

� = 1 − erf� y
�4at

	 = 1 − erf���X Pr

4	
	 �24�

using the error function

erf��� =
2

��



0

�

e−z2
dz �25�

The numerical solution for Pr=1, shown in Fig. 2, matches the

Fig. 2 Present-method numerical „dots… and analytical „line…
solutions of the heat equation for a range of �+
analytical solution quite well, using �=0.1 and 	=0.001.
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olution for Nonuniform Convected Flow
The convected nonuniform fluid or moving contact-surface

roblem is governed by a different mechanism from previous tran-
ient heat transfer analyses for uniform plate or fluid temperature
hanges �13�. The far-field temperature disturbance is convected
ith freestream velocity and diffuses across the boundary layer

28,29� only after the disturbance travels to a given position, so
hat locally 	+�1.

The final steady-state solution was separately calculated
hrough the steady energy equation, so as to provide an indepen-
ent verification of the asymptotic approach of the transient solu-
ion to the steady solution for large 	+. When Pr=1.0, the steady

omentum equation serves as an additional verification, as the
umerical solution of 1− f� and � are then identical.

Qualitatively, there are four possible nontrivial transitions: �1�
o initial thermal boundary layer, �2� increase or �3� decrease in
agnitude of fluid-plate temperature difference, but with the same

irection of heat transfer, and �4� change in direction of fluid-plate
emperature difference and heat transfer. Case �2� is not presented
or brevity.

The transient temperature profile is shown in Fig. 3 for a step
hange in incoming fluid temperature when there is no initial ther-
al boundary layer and Pr=1.0 for increasing 	+�1. A steep

emperature gradient occurs in the middle range of the developed
hermal boundary layer, but the temperature gradient at the wall
oes not change significantly until after 	+ exceeds 1.2. The final
teady solution computed directly from the steady form of the
quations is indistinguishable from the solution computed from
he unsteady equations for 	+=2.5. The solution was computed at
ifferent X locations away from the leading edge and was verified
o be similar for given 	+�1.

It is more general for the initial fluid and wall temperatures to
iffer, with an initial existing thermal boundary layer subject to a
tep change in incoming fluid temperature. The change in tem-
erature difference is expressed as a ratio R, as defined in Eq.
13�. The transient thermal response for a step change R=0.5 is
hown in Fig. 4. For the early transient states, the temperature
hanges rapidly in the outer region of the boundary layer,
symptotic to the changed upper boundary value, but near the wall
emains asymptotically close to the initial steady state. A tempera-
ure extremum appears at some location along the � direction, and
idirectional heat conduction exists temporarily within the bound-
ry layer. As time passes, the extremum moves toward the wall
nd disappears; thereafter heat transfer is unidirectional and the
emperature ultimately reaches a new steady state.

At the wall, the direction of heat transfer remains the same, but
he magnitude changes; the conventional heat transfer coefficient
s defined by the far-field temperature remains positive.

ig. 3 Temperature response to the step change in incoming
uid temperature, with no initial thermal boundary layer
The temperature history for a step change of incoming fluid

01001-4 / Vol. 130, OCTOBER 2008
temperature, with R=2.0, is shown in Fig. 5, so that the fluid-wall
temperature difference changes sign. Similar to the R=0.5 case,
the transient temperature profile has an extremum at some � but
becomes monotone again in the final steady state as the extremum
reaches the wall and disappears. In this case, both the magnitude
and direction of the heat transfer change, and the conventional
heat transfer coefficient based on the local far-field temperature
becomes temporarily negative.

The local Nusselt number is defined as Nux=qw�x�x /��Tw

−T�2�, where the heat flux is expressed as qw�x�=−����T /�y��y=0.
After nondimensionalization and application of the similarity
transformation, the local Nusselt number is expressed as

Nux Rex
−1/2 = −

��

��
�x,0,	�

Tw − T�1

Tw − T�2
= −

e�x,0,	�
1 − R

�26�

This common definition of Nu using the local far-field tempera-
ture T�2 anticipates a Newtonian heat transfer direction, which
may sometimes be negated by the temperature gradient at the wall
during the transient. Thus for R=2.0, the initial heat transfer di-
rection is dominated by the prior far-field temperature, and Nu is
initially negative.

The relative thickness of momentum and thermal boundary lay-
ers in the steady parallel laminar flow is related to the Prandtl
number by � /�t=Pr1/3 �26� for large Pr. For a given flow condi-
tion, Pr has a direct effect on temperature profile. In the transient
boundary layer, Pr also determines the response time of the
change as it expresses the rate of thermal diffusion relative to the
momentum diffusion. The transition of the local Nusselt number

Fig. 4 Temperature response to a step change in incoming
fluid temperature, with an initial thermal boundary layer „R
=0.5…

Fig. 5 Temperature response to a step change in incoming
fluid temperature with an initial thermal boundary layer „R

=2.0…
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s shown in Fig. 6 for incoming fluid temperature-step changes of
=0.5 and R=2.0 for a range of Prandtl numbers. For R=0.5, the

ocal Nusselt number decreases over time until the final steady
tate while remaining positive. This corresponds to the change in
emperature gradient seen in Fig. 4. For R=2.0, the local Nusselt
umber is negative initially as the heat transfer rate at the wall
emains in the initial direction, but the wall-fluid temperature dif-
erence that defines Nu changes sign. For the Pr=1 case of Fig. 5,
he location of the temperature extremum reaches the wall at ap-
roximately 	+=1.6, whereupon the direction of heat transfer at
he wall changes sign. Thus, there is a period of time for which the
eat transfer predicted here differs in direction �not just in mag-
itude� from any quasisteady model that follows the classical
ewton cooling law. There will be a serious qualitative prediction

rror if the steady heat transfer correlation is applied immediately
fter the far-field temperature changes, especially for larger Pr.

This error may be important in unsteady-flow device models,
uch as a widely used quasi-one-dimensional model for wave ro-
or flows �30�. In this code, the steady-state Reynolds–Colburn
nalogy is invoked to model heat transfer based on the local bulk-
as temperature without regard to the changing temperature his-
ory of the flow.

The effect of the Prandtl number on local Nusselt numbers is
hown in Fig. 6. For larger Pr, the transition from an initial to a
nal steady state occurs later and takes longer than that for
maller Pr due to the smaller diffusivity of heat relative to mo-
entum. A range of Pr is explored from 0.7 for typical gases and

ir to 60 for some oils, which includes many useful fluids such as
iquid water �Pr�5� and water vapor �Pr�1�. For Pr=0.7, the
all heat transfer change occurs over a range of 	+ from near 1 to
.5, whereas for Pr=60, the change occurs over a range of 	+ from
to 9 approximately. The larger Pr also results in a higher abso-

ute value of the local Nusselt number. The Nu curves for R
0.5 and R=2.0 asymptotically reach the same value, as the final

emperature profile only depends on the final temperatures and
uid properties.

onclusions
The transient thermal boundary-layer response due to a con-

ected nonuniform temperature fluid was numerically investigated
or an incompressible laminar flow under the assumption of a
teady hydraulic boundary layer on a semi-infinite plate. Far-field

Fig. 6 Transitions of the local Nusselt nu
different Pr
emperature changes that result in changes in the magnitude

ournal of Heat Transfer
and/or direction of the fluid-plate heat transfer were considered,
including the case where no thermal boundary layer exists ini-
tially. Unlike the problems of uniform change of fluid or plate
temperature, the boundary layer experiences no changes until the
convected far-field variation or contact surface arrives at a given
plate location. A time-accurate boundary-layer flow and tempera-
ture computation methodology was developed, verified against
some analytical solutions and prior work, and then applied to
predict the boundary-layer temperature profiles in response to a
convected step change in fluid temperature. The analysis of the
local instantaneous Nusselt number shows that the use of steady-
state heat transfer correlations in transient thermal states can cause
both magnitude and direction of heat transfer rate to be incorrectly
predicted during the transition. The response time and thermal
boundary-layer thickness are correlated with the fluid Prandtl
number.

It is anticipated that the numerical methodology developed here
will be extended to compressible and turbulent flows. The errors
related to quasisteady assumptions may be less significant for tur-
bulent flow in gases but must be quantified for either justification
or relaxation of this assumption. Practical nonsteady devices such
as the wave rotor subject to complex temperature variations of a
flowing gas may then be modeled with a realistic transient heat
transfer prediction. This will enable important technologies to be
improved for energy conversion efficiency and other benefits.
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Nomenclature
e � dependent differential variable
f � nondimensional reduced stream function
g � dependent differential variable
h � dependent differential variable
L � characteristic length

Nu � Nusselt number
Pr � Prandtl number

er for step changes R=0.5 and R=2.0 at
mb
q � heat flux
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R � temperature difference ratio
Re � Reynolds number

T � temperature
t � time

Ū � nondimensional velocity
u � longitudinal velocity

V̄ � nondimensional velocity
v � transverse velocity
X � nondimensional streamwise distance
x � streamwise distance from the leading edge
Y � nondimensional transverse distance
y � transverse distance from the plate

reek Symbols
� � thermal diffusivity
� � similarity variable
� � dimensionless temperature
� � thermal conductivity
	 � dimensionless time

	+ � dimensionless ratio of 	 to X
� � kinematic viscosity

 � stream function

ubscripts
i � grid index in the longitudinal direction
j � grid index in the transverse direction
n � grid index in the temporal direction
w � wall
� � far-field flow

eferences
�1� Annand, W. J. D., and Pinfold, D., 1980, “Heat Transfer in the Cylinder of a

Motored Reciprocating Engine,” SAE Paper No. 800457.
�2� Kornhauser, A. A., and Smith, J. L. Jr., 1994, “Application of a Complex

Nusselt Number to Heat Transfer During Compression and Expansion,”
ASME J. Heat Transfer, 116, pp. 536–542.

�3� Wilson, J., and Paxson, D. E., 1996, “Wave Rotor Optimization for Gas Tur-
bine Engine Topping Cycles,” J. Propul. Power, 12, pp. 778–785.

�4� Nalim, M. R., and Paxson, D. E., 1997, “A Numerical Investigation of Pre-
mixed Combustion in Wave Rotors,” ASME J. Eng. Gas Turbines Power, 119,
pp. 668–675.

�5� Kailasanath, K., 2002, “Recent Developments in the Research on Pulse Deto-
nation Engines,” J. Propul. Power, 18, pp. 77–83.

�6� Klein, H., and Eigenberger, G., 2001, “Approximate Solutions for Metallic
Regenerative Heat Exchanger,” Int. J. Heat Mass Transfer, 44, pp. 3553–3563.

�7� Fujii, N., Koshi, M., Ando, H., and Asaba, T., 1979, “Evaluation of Boundary-
Layer Effects in Shock-Tube Studies of Chemical Kinetics,” Int. J. Chem.
Kinet., 11, pp. 285–304.
01001-6 / Vol. 130, OCTOBER 2008
�8� Nalim, M. R., 2000, “Longitudinally Stratified Combustion in Wave Rotors,”
J. Propul. Power, 16, pp. 1060–1068.

�9� Rebay, M., and Padet, J., 2005, “Parametric Study of Unsteady Forced Con-
vection With Pressure Gradient,” Int. J. Eng. Sci., 43, pp. 655–667.

�10� Harris, S. D., Ingham, D. B., and Pop, I., 2001, “Transient Boundary-Layer
Heat Transfer From a Flat Plate Subjected to a Sudden Change in Heat Flux,”
Eur. J. Mech. B/Fluids, 20, pp. 187–204.

�11� Polidori, G., Lachi, M., and Padet, J., 1998, “Unsteady Convective Heat Trans-
fer on a Semi-Infinite Flat Surface Impulsively Heated,” Int. Commun. Heat
Mass Transfer, 25, pp. 33–42.

�12� Rebay, M., and Padet, J., 1999, “Laminar Boundary-Layer Flow Over a Semi-
Infinite Plate Impulsively Heated or Cooled,” Eur. Phys. J.: Appl. Phys., 7, pp.
263–269.

�13� Kurkal, K. R., and Munukutla, S., 1989, “Thermal Boundary Layer Due to
Sudden Heating of Fluid,” J. Thermophys. Heat Transfer, 3, pp. 470–472.

�14� Munukutla, S., and Kurkal, K. R., 1988, “Computational Analysis of Unsteady
Heat Transfer in a Pulsed High Energy Laser Flow Loop,” Paper No. AIAA-
88-2745.

�15� Li, H., and Nalim, M. R., 2007, “Thermal Boundary Layer Response to Far-
Field Flow Temperature Transitions,” IMECE Paper No. 2007-41288.

�16� Keller, H. B., 1978, “Numerical Methods in Boundary-Layer Theory,” Annu.
Rev. Fluid Mech., 10, pp. 417–433.

�17� Cimbala, J. M., 1980, “Fourth-Order Keller Box Solution of the Incompress-
ible Axisymmetric Boundary Layer Equations,” Paper No. AIAA-80-0864.

�18� Keller, H. B., and Cebeci, T., 1972, “Accurate Numerical Methods for
Boundary-Layer Flows. II: Two-Dimensional Turbulent Flows,” AIAA J., 10,
pp. 1193–1199.

�19� Cebeci, T., Khattab, A. A., and Stewartson, K., 1980, “Studies on Three-
Dimensional Boundary Layers on Bodies of Revolution. II. Three-
Dimensional Laminar Boundary Layers and the OK of Accessibility,” Douglas
Aircraft Co., Long Beach, CA, Report No. MDC J8716.

�20� Vadyak, J., and Hoffman, J. D., 1984, “Three-Dimensional Flow Simulations
for Supersonic Mixed-Compression Inlets and Incidence,” AIAA J., 22, pp.
873–881.

�21� Cebeci, T., 1977, “Calculation of Unsteady Two-Dimensional Laminar and
Turbulent Boundary Layers With Fluctuations in External Velocity,” Proc. R.
Soc. London, Ser. A, 355, pp. 22–238.

�22� Rebay, M., Padet, J., and Kakac, S., 2007, “Forced Convection From a Micro-
structure on a Flat Plate,” Heat Mass Transfer, 43, pp. 309–317.

�23� Rees, D. A. S., 1997, “Three-Dimensional Free Convection Boundary Layers
in Porous Media Induced by a Heated Surface With Spanwise Temperature
Variations,” ASME J. Heat Transfer, 119, pp. 792–798.

�24� Ishak, A., Nazar, R., and Pop, I., 2007, “Mixed Convection on the Stagnation
Point Flow Toward a Vertical, Continuously Stretching Sheet,” ASME J. Heat
Transfer, 129, pp. 1087–1090.

�25� Cebeci, T., and Bradshaw, P., 1984, Physical and Computational Aspects of
Convective Heat Transfer, Springer, Berlin.

�26� Schlichting, H., and Gersten, K., 2001, Boundary Layer Theory, Springer-
Verlag, New York.

�27� White, F. M., 1991, Viscous Fluid Flow, McGraw-Hill, New York.
�28� Telionis, D. P., 1981, Unsteady Viscous Flow, Springer-Verlag, New York.
�29� Smith, S. H., 1972, “On the Impulsive Flow of a Viscous Liquid Past a Semi-

Infinite Flat Plate,” SIAM J. Appl. Math., 22, pp. 148–154.
�30� Paxson, D. E., 1995, “A Comparison Between Numerically Modelled and

Experimentally Measured Loss Mechanisms in Wave Rotors,” J. Propul.
Power, 11, pp. 908–914.
Transactions of the ASME



1

a
w
p
d
t
t
t
a
n
c
fi
t
a
l

w
Q
a

a
t
a
m
T
r
p
a
t

n
s
s
t
s

N

c
H

J

Mingqing Zou

Boming Yu1

e-mail: yuboming2003@yahoo.com.cn

Jianchao Cai

Peng Xu

Department of Physics,
Huazhong University of Science and Technology,

1037 Luoyu Road,
Wuhan, 430074 Hubei, P.R.C.

Fractal Model for Thermal
Contact Conductance
A random number model based on fractal geometry theory is developed to calculate the
thermal contact conductance (TCC) of two rough surfaces in contact. This study is
carried out by geometrical and mechanical investigations. The present study reveals that
the fractal parameters D and G have important effects on TCC. The predictions by the
proposed model are compared with existing experimental data, and good agreement is
observed by fitting parameters D and G. The results show that the effect of the bulk
resistance on TCC, which is often neglected in existing models, should not be neglected
for the relatively larger G and D. The main advantage of this model is the randomization
of roughness distributions on rough surfaces. The present results also show a better
agreement with the practical situation than the results of other models. The proposed
technique may have the potential in prediction of other phenomena such as friction,
radiation, wear and lubrication on rough surfaces. �DOI: 10.1115/1.2953304�

Keywords: rough surfaces, fractal, thermal contact conductance
Introduction
It is known that real surfaces are usually not perfectly smooth,

nd most surfaces �such as engineering surfaces� appear rough
hen viewed microscopically. As a result, when a rough surface is
laced in mechanical contact, real contact occurs only at a few
iscrete spots separated by relatively large gaps. Therefore, if the
hermal radiation and conductance across the gap are neglected,
he heat flow would only be through the contact spots, as illus-
rated in Fig. 1. The real contact area, Ar, which is the sum of
reas of actual contact spots, typically forms a few percent of the
ominal contact area Aa. The constriction of heat flow lines at the
ontacting surfaces gives rise to thermal resistance, which is de-
ned as the temperature difference across the contact divided by

he total heat flow rate through the contact. This resistance is used
s a basis for defining thermal contact conductance �TCC� as fol-
ows:

hc =
1

AaRc
=

Q

Aa�Tc
�1�

here hc is the TCC, Rc is the thermal contact resistance �TCR�,
is the total heat transfer across the joint, Aa is the apparent area,

nd �Tc is the temperature drop across a joint.
The TCR or TCC plays an important role in many engineering

pplications such as microelectronics cooling, spacecraft struc-
ures, satellite bolted joints, nuclear engineering, ball bearings,
nd heat exchangers �1�. A large number of theoretical or experi-
ental investigations �1–17� have been performed to predict the
CR or TCC since the 1950s. It is evident from the literature

eview that TCR or TCC depends on the mechanical and thermo-
hysical properties of contacting materials, the geometrical char-
cteristics of contacting surfaces, and the applied pressure and
emperature condition of a joint.

Although many studies have been carried out, there seems to be
o fully comprehensive theory or method to predict the TCC with
ufficient accuracy in practical engineering applications. As
hown schematically in Fig. 1, most engineering surfaces in con-
act exhibit both microscopic bulk resistance and constriction re-
istance; the former is related to the roughness deformation, and

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 12, 2007; final manuscript re-
eived March 5, 2008; published online August 8, 2008. Review conducted by A.

aji-Sheikh.

ournal of Heat Transfer Copyright © 20
the latter arises from the constriction of heat flow lines at the
contacting spots. In this situation, heat flows experience two
stages of resistance in series: bulk resistance and constriction re-
sistance. Many of previous studies on TCC were basically con-
cerned with the constriction resistance. However, real engineering
surfaces are very rough, implying that the influence of the bulk
resistance should not be ignored. Moreover, the effect of bulk
resistance may become more significant if the contact pressure
acting on the substrate is low, as is usually the case in spacecraft
and microelectronics applications.

In this work, a random number model based on fractal geom-
etry theory is developed to calculate the TCC, bulk resistance, and
constriction resistance of rough surfaces. The geometrical and me-
chanical investigations are carried out. The theoretical results are
then compared with the existing experimental data.

2 Model Development

2.1 Characterization of Surface Topography. The theoreti-
cal formulation for an estimation of the TCC primarily simulates
the contacting surfaces. Conventionally, statistical parameters
such as the standard deviation of asperity height, slope, and radius
of curvature have been used to characterize surfaces �18,19�.
However, due to the multiscale nature of surfaces, it is found that
such parameters depend on the resolution of the surface measur-
ing apparatus and sample length, and hence no unique description
exists for a surface �20–22�. In order to overcome this drawback,
fractal geometry �23� has been utilized to characterize the surface
topography and has been employed in contact mechanics models
�5,22,24–26�. Scale-invariant parameters are used based on fractal
geometry to describe the realistic multiscale roughness and to
maintain the self-affinity property of real surfaces over a wide
range of length scales.

In view of the self-affinity property, the real surface profile can
usually be described by the Weierstrass–Mandelbrot �WM� func-
tion �27�,

z�x� = G�D−1��
n=n1

�
cos 2��nx

��2−D�n , 1 � D � 2, � � 1 �2�

where the parameter D is the fractal dimension of the profile,
which is related to the surface fractal dimension Ds by D=Ds−1.
G is a characteristic length scale of the surface, and �n determines
the frequency spectrum of surface roughness. n1 is related to �

n1
and the sample length, Ls, by � �1 /Ls. The values of G and D

OCTOBER 2008, Vol. 130 / 101301-108 by ASME
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an be determined from a log-log plot of the structure function of
�x� versus wavelength �28�. This function suggests that a rough
urface is composed of a large number of length scales of asperi-
ies that are superimposed on each other in a self-affine fashion
nd that the function satisfies a scaling relation of the form
5,21,22�

zi = G�D−1�li
�2−D� �3�

here the asperity amplitude z and the lateral length scale li can
e obtained from the WM function for a single frequency mode of
ni =1 / li. The amplitude z represents the local mean value over a
ample length li.

Based on Eqs. �2� and �3�, it is seen that the roughness height hi
or a certain length scale li can be obtained by

hi = G�D−1�li
�2−D� + �

j=1

i−1

hj �4�

here the asperity diameters li ascends from l1 to ln, the value of
controls the relative amplitude of roughness at different length

cales, and the value of G controls the absolute amplitude of the
oughness over all length scales �29�.

Equation �4� will be used in this investigation to simulate the
urface topography once the fractal parameters G and D and as-
erity diameter li have been determined.

2.2 Analysis of the Asperity Size Distribution. According to
he fractal geometry theory, it is well known that the cumulative
ize distribution of pores or islands �on earth� or spots �on engi-
eering surfaces� whose sizes, L, are greater than or equal to the
ize l have been proven to follow the fractal scaling law
5,21–23,30–32�,

N�L � l� = � lmax

l
�D

�5�

here L is the length scale of asperities and lmin�L� lmax, D is
he fractal dimension, 1�D�2 in two dimensions, and lmax is the

aximum asperity diameter. Equation �5� implies that there is
nly one maximum roughness on an engineering surface or one
aximum island on earth, and this is consistent with the practical

ituation.
The total number of islands or asperities, from the smallest

iameter lmin to the largest diameter lmax, can be obtained from
q. �5� as �30,31�

Nt�L � lmin� = � lmax

lmin
�D

�6�

An asperity diameter li is analogous to a pore diameter in frac-
al porous media. The asperity diameter li can thus be generated
ccording to the Monte Carlo simulation method �33� and is ex-
ressed as

li =
lmin

�1 − randi�1/D �7�

here randi is a random number of 0–1, i=1,2 ,3 , . . . ,n �equal to

ig. 1 Constriction of heat flow lines through contacting spots
t determined by Eq. �6��, and n is the total number of Monte
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Carlo simulations in one run for a given D and G. In general, Eq.
�7� holds approximately if lmin / lmax�10−2 �for more details, read-
ers may consult Refs. �33,43��. Equation �7� presents an explicit
model for simulating the randomness and fractal distribution of
asperity diameters on rough surfaces, whereas the conventional
solutions cannot provide such an explicit model for asperity diam-
eter distribution.

Equation �7� is a probability model for asperity diameter in the
present simulations. Therefore, we can choose a random number
randi and determine the asperity diameters by using Eq. �7� if lmin
is known for a rough surface.

From the diameter distribution by Eq. �5�, we can also see that
when the asperity diameters �produced by Eq. �7�� are sorted from
small to big, the number of the ith roughness can be obtained by

ni = N�L � li� − N�L � li+1� = lmax
D �li

−D − li+1
−D� �8�

The apparent area Aa is defined by

Aa =
Al

	
=

�
i=1

n

ni�� li

2
�2

	
�9�

where Al is the total area of the cross sections of all asperities and
	 is determined by �30�

	 = � lmin

lmax
�dE−D

�10�

where 	 is the effective porosity or pore volume fraction since the
asperities on a surface are analogous to the pores in fractal porous
media, dE is the Euclidean dimension, and dE=2 and 1�D�2 in
the two-dimensional space.

2.3 Contact Mechanics and Pressure Distribution. Similar
to some previous models �5,7,18,21,34,35�, the contact between
two surfaces in this work is modeled by that between an equiva-
lent fractal rough surface and a perfectly smooth surface. The
equivalent rough surface is assumed to be isotropic, and asperities
are far apart so that there is no interaction between them, and no
bulk deformation occurs in contact. The combined effective rms
surface roughness 
, the absolute surface slopes m, and the
equivalent Hertzian elastic modulus are related by


 = 	
1
2 + 
2

2 and m = 	m1
2 + m2

2 �11�

where the parameters 
1 and 
2 are the roughnesses and m1 and
m2 are the slopes of contacting surfaces. The absolute mean sur-
face slopes can be easily obtained from roughness measurements
using the method given in Ref. �2�.

Figure 2 schematically shows the contacting process, which has
widely been used for the geometric modeling of the actual contact
between two rough surfaces. In the past, different approaches have
been proposed to analyze the deformation of asperities by assum-
ing plastic �2�, elastic �18�, or elastoplastic �8,26� regimes at mi-
crocontacts. The fundamental difference between these models is
the contact deformation model used.

The scale independence of contact surfaces motivated the ap-

Fig. 2 Contact between a rough surface and a flat producing
isolated contact spots
plication of the fractal description of the multiscale nature of con-
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acting rough surfaces. Archard �36� showed that even for a purely
lastic contact, a linear relationship between load and contact area
an be established when a Hertzian contact is assumed. Ciavarella
nd Demelio �37� revisited Archard’s model for an elastic multi-
cale contact of rough surfaces and compared it with modern frac-
al models. Majumdar and Bhushan �22� used the WM function to
evelop a fractal contact model. In their model, they assumed that
hen the two surfaces are brought into contact, the rigid flat forms
“truncation plane” on which the contact spots are spread. Then

he isolated contact spots will be of different diameters and will
pread randomly over the contact joint, as shown in Fig. 2. Ac-
ording to this model, all contact spots of areas smaller than a
ritical area are in plastic deformation. When load is increased,
hese plastically deformed spots join to form elastic spots. The
oncept of fractal roughness has also been implemented to ther-
al �5� and electrical �38� contact resistances. However, Morag

nd Etsion �39� criticized this model because the results presented
y Ref. �22� contradict classical contact mechanics. They revisited
he critical contact area and load-area relation in model �22�,

ac =
1

�
�K
y

2E
�2� �D

G�D−1��2

�12�

F =
4E�1/2GD−1

3�D a3/2 �a � ac for plastic contact� �13a�

F = K
ya �a � ac for elastic contact� �13b�

here � is the base diameter for the deformed asperity, 
y is the
ield strength of the softer material, K is a factor relating the
ardness H to the yield strength by H=K
y, and F is the load on
he contact area a. The parameter E is the equivalent Hertzian
lastic modulus expressed in the form of

1

E
=

1 − �1
2

E1
+

1 − �2
2

E2
�14�

here E1 and E2 and �1 and �2 are Young’s modulus and Pois-
on’s ratios of the contacting surfaces 1 and 2, respectively.

Due to Eqs. �12�, �13a�, and �13b�, the critical contact spot
iameter and load-diameter relation for a deformed asperity hav-
ng a contact diameter �i are expressed as

�c =
G

�H/2E�1/�D−1� �15�

Fi =
4�1/2E

3
GD−1�i

3−D ��i � �c for the elastic contact�

�16a�

Fi = H
�

4
�i

2 ��i � �c for the plastic contact� �16b�

From Eqs. �16a� and �16b�, the dimensionless contact pressure
pplied at two contacting surfaces can be found to be

P* =
1

HAa
�
i=i1

n

Fi �17�

Here n represents the number of contacting asperities with dif-
erent diameters and i1 corresponds to the asperity that has the
mallest spot.

The present model can be obtained by using the contact model
escribed above to define the contact pressure, P, in terms of load,
echanical properties, and surface geometry. The value of �i is

btained from the geometry of contacting surfaces and surface
arameters. See the following sections for details.

2.4 Model for Thermal Contact Conductance. As shown in
ig. 1, the heat flow under steady state conditions across the joints

re constrained through the individual microcontact. Therefore in
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addition to the bulk resistance due to roughness itself �rbi� for a
given roughness �i�, there is an additional constrained resistance
�rci� due to the constriction of heat flow lines. The total thermal
resistance rti of roughness �i� is thus given by �see Fig. 3�

rti = rbi + rci �18�
Note that each contact spot imposes a certain resistance to the

heat flow across the surface. However, as shown in Fig. 2, since
all the spots coexit at the contact plane, these series of resistances
act in parallel �see Fig. 3�. Obviously, when the TCC is analyzed,
rbi and rci should be first calculated.

2.4.1 Bulk Resistance. According to Mandelbrot �23�, the di-
ameter distribution of contact spots also follows the fractal scaling
law �5,21,22�,

N�L� � �� = ��max

�
�D

�19�

From Eq. �19�, the probability density function n��� for spot di-
ameters on a rough surface can be obtained from Eq. �19� as

n��� = −
dN���

d�
= D�max

D �−�D+1� �20�

Therefore, the total area of all the contact spots, Ar, can be
found to be

Ar =

0

�max

n����2d� =
D

2 − D
�max

2 �21�

Then, the dimensionless contact area A* is

A* =
Ar

Aa
=

D

2 − D
��max

Ls
�2

�22�

Once A* is given, the largest contact spot diameter,�max, can be
determined from Eq. �22�,

�max = Ls	2 − D

D
A* �23�

Based on Eq. �4�, it is seen in Fig. 2 that all asperities with
height h greater than d�=h�lmax�−h��max� will contact.

For a given roughness �i�, the resistance is composed of a series
of resistances due to small asperities stacked on bigger ones in a
self-similar fashion. Figure 4�a� shows a model of stacked asperi-
ties. The present contact model is based on volume conservation
in an assumed plastically deformed region of asperity. It is as-
sumed that asperity deformation is localized mainly near contact.
The truncated cone segment of height d� �see Fig. 4�b�� remains in
a self-affine fashion, as shown in Fig. 4�a�. We can also see that
the basic element of either a series or a parallel network is the
resistance of a single asperity. As suggested in Eq. �3� the ampli-
tude z of an asperity of diameter l is G�D−1�l�2−D�. The resistance,

Fig. 3 The thermal resistance network of two contacting
rough surfaces
r, of a single asperity is
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r =
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k�� l

2
�2 =

4GD−1

�k
l−D = Cl−D �24�

here k is the effective conductivity of the two surfaces in series,
=4GD−1 /�k, and the characteristic lateral length l of an asperity

s chosen such that its base area follows a=�l2 /4.
Then, the total series resistance of roughness �i� after deforma-

ion is given by

rbi = C �
m=m1

i

lm
−D �25�

here m1 is an integer and is determined by lm1
��i� lm1−1 �see

ig. 4�c��, and �i is the contact spot diameter corresponding to the
oughness, which has the base diameter li �see Fig. 4�b��, and it
an be found to be

�i = �	 hi

d�
− 0.75 − 0.5�li �26�

The general derivation of Eq. �26� is given in the Appendix �Eq.
A7��.

2.4.2 Constrained Resistance. For heat flow through two con-
acting roughnesses, as shown in Fig. 5, Cooper et al. �2� devel-
ped a model for the constriction resistance,

Rc =
�Tc

Q
=

�c/b�
2kc

�27�

here k is the harmonic mean of the conductivities of the two
ontacting materials and  is a geometrical factor equal to unity
or a single contact belonging to an infinite apparent area.

For properly distributed contacts having contact points at the
enter of the corresponding roughnesses, the term �c /b� in Eq.

ig. 4 Geometry model in this work: „a… model for stacked
sperities, „b… geometry of an asperity with deformation, and
c… schematic for the determination of m1
27� is approximated by �2�

01301-4 / Vol. 130, OCTOBER 2008
�c/b� � �1 −
c

b
�1.5

�28�

Therefore, based on Eqs. �27� and �28�, once the individual con-
tact spot diameter, �i, is known, the constriction resistance for the
contact spot can be written as

rci =
1

2k�i
�1 −

�i

di
�1.5

�29�

where di= li+ lci, as shown in Fig. 4�a�.
The parameter lci is the cavity diameter according to Majumdar

and Tien �5�,

lci = li� 1

	
− 1�1/2

�30�

where 	=Al /Aa is determined by Eq. �10�.
So, the effective resistance Rti, which represents the total series-

parallel network for the whole set of ith roughnesses, can be de-
termined by dividing the total series resistance of each strand rti
by the number of parallel strands, as given in Eq. �8�. The expres-
sion for Rti is

Rti =
rti

ni
�31�

The contact conductance can be obtained from Eqs. �1� and
�31� as

hc =
1

AaRc
=

1

Aa
�
i=i1

n
1

Rti
=

1

Aa
�
i=i1

n
ni

rbi + rci
�32�

Multiplying by �
 /m� /k, the dimensionless conductance across
the contacting solid spots is obtained,

h* =
hc


mk
�33�

where the height variance 
 and the slope variance of the surface
profile are obtained from Eq. �11� and the power spectrum func-
tion as follows �40�:


1 =
1
	2

GD−1	�
i=1

n

li
4−2D �34�

and

m = 	2�GD−1

n

l2−2D �35�

Fig. 5 Elemental flow channel †2‡
1 	�
i=1

i
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By substituting Eqs. �32�, �34�, and �35� into Eq. �33�, the di-
ensionless contact conductance can be obtained as

h* =
lmax
D

Aa��
i=1

n

li
4−2D

�
i=1

n

li
2−2D

�
i=i1

n
li
−D − li+1

−D

�

�i
�1 −

�i

di
�1.5

+ 8GD−1 �
m=m1

i

lm
−D

�36�
The above expression is the Monte Carlo model for dimension-

ess contact conductance h*. Equation �36� reveals that the dimen-
ionless contact conductance h* resulted from constriction and
ulk resistances, and this is expected and is consistent with the
hysical situation. Equation �36� also indicates that the dimen-
ionless contact conductance is a function of parameters Aa, lmin,
max, D, G, and randi �see Eq. �7��. Once these parameters are
etermined, the dimensionless contact conductance h* can be cal-
ulated from Eq. �36� by choosing a set of random numbers randi.

Results and Discussion
In the present investigation, the stainless steel surface is chosen,

nd the material parameters are listed in Table 1, where contact
icrohardness, H, and equivalent elastic modulus, E, for stainless

teel refer to the effective values.
The random numbers used in this analysis were generated by

sing the Microsoft FORTRAN uniform random number generator
ubroutine RANDOM. The subroutine returns a value between 0 and

for an input seed value. Figure 6 gives the asperity diameters
andomly chosen by the probability model �Eq. �7�� under the
iven parameters G and D. In Fig. 6 it is seen that the number of
arger asperities is much less than that of smaller asperities. This is

Table 1 Material parameters of stainless steel

Thermal
onductivity k

�W/m K�

Young’s
modulus
E �Pa�

Poisson’s
ratio v

Microhardness
H �Pa�

54 2.07�1011 0.29 2.295�109

Fig. 6 The asperity diameters sim

=1 nm

ournal of Heat Transfer
qualitatively consistent with the fractal geometry theory.
Based on Eqs. �4� and �7�, a three-dimensional isotropic rough

surface of 1000�1000 nm2 square plate can be constructed, as
shown in Fig. 7�a�, under the given parameters D, G, and lmin.
Figure 7�b� shows the cutaway views of Fig. 7�a�. These repro-
duce the intuitionistic images of the fine surface roughness distri-
bution with high randomness.

Figure 8 compares the dimensionless contact conductance pre-
dicted by the present model �Eq. �36�� and the MT model �5� at a
fixed value of G=9.46�1013 m with the existing experiment data
�17�. Table 2 lists the effective rms surface roughnesses and the
absolute surface slopes of the test pieces �17�. From this figure,
the fractal MT model underestimates the values compared to the
experimental results. While it is worth pointing out that when a
proper value of D�=1.6� at a fixed value of G is taken, an excel-
lent agreement between the present analytical expression Eq. �36�
and the existing experimental data �17� can be obtained. See the
solid line in Fig. 8. It is also found that at a fixed value of G, a
lower value of the fractal dimension D yields a lower value of
dimensionless contact conductance. This is expected since the sur-
face will become smoother as D increases at a fixed value of G.
This phenomenon can be explained by examining the effects of D
in Eq. �4�, which indicates that D affects the roughness amplitude
in terms of a designated power �i.e., 2−D�. Furthermore, as D
becomes larger, the number of the asperities increases and their
heights decrease. By this definition, as D approaches 2.0 �Ds

→3.0�, the surface becomes smoother �the results are in accord
with those reported in Refs. �41–43��. The two factors D and G
result in a higher value of h* as D increases. This verifies the
validity of the present model. It is also worth pointing out that the
value of D=1.6 compares well with the data in Ref. �17� for a
fixed value of G. This value of D may be changed when different
values of G are taken for data from other different sources.

Dimensionless conductance of a typical joint is shown in Fig. 9
in a wide range of the dimensionless pressure P*= P /H. Five
values of G=10−9 m, 10−10 m, 10−11 m, 10−12 m, and 10−13 m are
selected to investigate the effect of G on TCC. Other contact
parameters are shown in the figure and are kept constant as G is
changed. It can be seen in Fig. 9 that the dimensionless conduc-

ted by the present method at lmin
ula
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ance decreases as G increases. This is also expected because the
imensionless conductance is inversely proportional to the value
f G �see Eq. �36��.

Figure 10 illustrates the effect of the fractal parameter G on
eparation d. The figure shows that the separation decreases with
he decrease in the fractal parameter G. This is expected because
he lower the fractal parameter G, the lower the height of rough-

ig. 7 „a… A typical three-dimensional surface as D=1.44, G
9.46Ã10−13 m, and lmin=0.1 nm, and „b… the cutaway view of

a…

ig. 8 Dimensionless conductance across the contacting

olid spots versus dimensionless pressure

01301-6 / Vol. 130, OCTOBER 2008
ness, causing a shorter separation between the two contacting sur-
faces and thus a larger pressure. The latter can be found in Eqs.
�16a�, �16b�, �17�, and �26�.

To illustrate the physical significance of fractal parameters G on
the contact resistance, the comparisons of the bulk resistance, the
constrain resistance, and the total contact resistance at G=1
�10−13 m, 1�10−11 m, and 1�10−9 m are shown in Figs.
11�a�–11�c�, respectively. It is seen that the constrained resistance
often predominates, and the bulk resistance is almost negligible as
the value of G is relatively small. The bulk resistance increases as
G increases, and finally the bulk resistance is larger than the value
of the constrained resistance. This is expected since G affects the
amplitude in Eq. �4�. Moreover, it can be found that as the mean
separation between the two contacting surfaces decreases, more
microcontacts are formed, which in turn leads to a higher real
contact area that is equivalent to a lower TCR, and this is consis-
tent with the practical situation.

4 Summary and Conclusion
The TCC and its components have been studied in this work.

The modeling process is divided into two aspects: geometrical and
mechanical. The random numbers are used to model the asperity
diameters on surfaces and the pressure distribution, and then TCC
has been studied. A good agreement has been observed by prop-
erly choosing G and D when compared with the exiting experi-
mental data. The present results show that the fractal parameters
D and G are two important factors that are to be taken into ac-
count for a realistic TCC calculation. A higher value of D leads to
a lower TCC, while a higher value of G results in a higher TCC.
The effect of G on the bulk resistance �which is often neglected in
most existing models� is found to be important and could not be
negligible as the value of G is relatively large.

Table 2 The effective rms surface roughnesses and the abso-
lute surface slopes of the test pieces †17‡

Test
no. Test pieces

rms surface roughnesses
Absolute
surface
slopes

Upper test
piece ��m�

Lower test
piece ��m�

1 Steel and steel 5.00 5.13 0.0352
2 Steel and steel 1.57 4.78 0.0139
3 Steel and steel 5.76 5.36 0.0362
4 Steel and steel 2.26 2.80 0.0098
5 Steel and steel 4.00 5.56 0.0757

17 Steel and steel 0.59 3.92 0.0593
26 Steel and steel 2.28 3.31 0.0130

Fig. 9 Variation of dimensionless conductance with dimen-

sionless pressure at various values of G when D=1.6
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In addition, the present model may also have the potential in
nalyzing other phenomena such as friction, radiation, wear, and
ubrication on rough surfaces.
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omenclature
Ar � real contact area �m2�
Aa � nominal contact area �m2�
d � separation between the mean plane and contact

rigid flat plane �m�
d� � separation between the mean plane and rigid

flat plane �m�
D � fractal dimension
E � Young’s modulus �Pa�
F � load �N�
G � characteristic length of rough surface �m�
h � roughness height �m�

hc � TCC �W /m2 K�
h* � dimensionless TCC
H � hardness �Pa�
k � conductivity �W/m K�
K � factor relating to the yield strength and

hardness
l � diameter of asperity �m�

Ls � sample length �m�
m � absolute surface slope
P � contact pressure �Pa�

P* � dimensionless contact pressure
Q � total heat transfer across the joint �W�
rb � bulk resistance of roughness �K/W�
rc � contact resistance of roughness �K/W�
rt � total resistance of roughness �K/W�

Rc � TCR �K/W�
V � volume �m3�

Fig. 10 The separation d versus dim
of G „as D=1.6…
z � asperity amplitude �m�

ournal of Heat Transfer
Greek Symbols
�n � frequency spectrum parameter of surface

roughness �1/m�
�Tc � temperature drop across the joint �K�

� � contact spot diameter �m�
� � Poisson’s ratio

 � rms surface roughness �m�


y � yield strength �Pa�
	 � effective porosity
 � geometrical factor

Appendix
This appendix is devoted to the derivation of the contact spot

diameter on a fractal surface.
The mean height of all the asperities can be calculated by

hm =
1

n�
i=1

n

hi �A1�

Therefore, in Fig. 2 we can see that the contact height d� can be
determined by

d� = d + hm �A2�

here d is the separation between the contact rigid flat plane and the
mean plane of the rough surface.

The roughness, which has the base diameter li, can be thought
of as a cone before deformation, and its volume is given by

Vc =
1

3
hiS1 =

1

3
hi�� li

2
�2

�A3�

The deformed asperity model can be approximated without
considering its accurate shape. It is assumed that asperity defor-
mation is localized mainly near contact, as shown in Fig. 4�b�, and
the volume of the truncated cone segment is

Vt =
1

3
d��S2 + 	S2S1 + S1� =

1

3
d�����i

2
�2

+
�i

2

li

2
+ � li

2
�2

�A4�

where �i is the contact spot diameter of a deformed asperity at a

sionless pressure at different values
en
given height d�, as shown in Figs. 2 and 4�b�.
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Based on Eqs. �A3� and �A4� and on the assumption of volume
onservation, the following relationship is obtained:

1

3
hi�� li

2
�2

=
1

3
d�����i

2
�2

+
�i

2

li

2
+ � li

2
�2 �A5�

nd

hi

d�
=

�i
2

l2 +
�i

li
+ 1 = ��i

li
+ 0.5�2

+ 0.75 �A6�

ig. 11 Effect of G on contact resistance „D=1.6…: „a… G=1
10−13 m, „b… G=1Ã10−11 m, and „c… G=1Ã10−9 m
i
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Therefore, �i can be found from the initial height hi and the
initial diameter li at a given height d� as

�i = �	 hi

d�
− 0.75 − 0.5�li �A7�

which is Eq. �26�.
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Small and Large Time Solutions
for Surface Temperature, Surface
Heat Flux, and Energy Input in
Transient, One-Dimensional
Conduction
This paper addresses one-dimensional transient conduction in simple geometries. It is
well known that the transient thermal responses of various objects, or of an infinite
medium surrounding such objects, collapse to the same behavior as a semi-infinite solid
at small dimensionless time. At large dimensionless time, the temperature reaches a
steady state (for a constant surface temperature boundary condition) or increases lin-
early with time (for a constant heat flux boundary condition). The objectives of this paper
are to bring together existing small and large time solutions for transient conduction in
simple geometries, put them into forms that will promote their usage, and quantify the
errors associated with the approximations. Approximate solutions in the form of simple
algebraic expressions are derived (or compiled from existing solutions) for use at both
small and large times. In particular, approximate solutions, which are accurate for Fo
�0.2 and which bridge the gap between the large Fo (single-term) approximation and
the semi-infinite solid solution (valid only at very small Fo), are presented. Solutions are
provided for the surface temperature when there is a constant surface heat flux boundary
condition, or for the surface heat flux when there is a constant surface temperature
boundary condition. These results are provided in terms of a dimensionless heat transfer
rate. In addition, the dimensionless energy input is given for the constant surface tem-
perature cases. The approximate expressions may be used with good accuracy over the
entire Fourier number range to rapidly estimate important features of the transient ther-
mal response. With the use of the approximations, it is now a trivial matter to calculate
the dimensionless heat transfer rate and dimensionless energy input, using simple closed-
form expressions. �DOI: 10.1115/1.2945902�

Keywords: conduction, mass diffusion, approximate solutions
ntroduction
Analytical solutions for one-dimensional, constant property,

ransient conduction �or species diffusion� within objects having
imple geometries �plane wall, infinite cylinder, and sphere� have
een known for decades and are presented in various heat transfer
exts �1–6�. Because the internal temperature distributions are pre-
icted with these solutions, these cases will be referred to as “in-
erior” in this paper. As is well known, higher-order terms in the
nfinite series expressions for either temperature distributions or
eat transfer rates may be neglected at large dimensionless times,
s expressed by the Fourier number. The approximate results as-
ociated with large Fo are reported graphically in terms of the
ell-known Heisler–Gröber charts.
At small dimensionless times, however, evaluation of the ana-

ytical solutions can be surprisingly difficult, with the need to
nclude many terms in the infinite series to achieve convergence
3�. This can be particularly problematic when the analytical so-
utions are applied to mass diffusion problems through the use of
he heat and mass transfer analogy. In situations involving ordi-
ary diffusion in solids or liquids, mass diffusivities are usually
any orders of magnitude smaller than thermal diffusivities, lead-
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AL OF HEAT TRANSFER. Manuscript received May 8, 2007; final manuscript received
ebruary 8, 2008; published online August 8, 2008. Review conducted by A. Haji-

heikh.

ournal of Heat Transfer Copyright © 20
ing to small values of Fo and rendering the exact solutions diffi-
cult to use, even in practical problems involving moderate time
and length scales �1�.

In addition to these interior cases, one can also consider the
“exterior” cases of transient conduction from a body into a sur-
rounding infinite medium �5–7�. Yovanovich et al. �7� considered
the cases of transient conduction from isothermal convex bodies
of various shapes into a surrounding infinite medium held at uni-
form temperature a large distance away from the body. They
showed that, with proper nondimensionalization, the dimension-
less heat flow rate, q*�Fo�, can be well approximated over the
entire Fo range by a function that asymptotes to the semi-infinite
solid solution for small times and to the steady-state solution for
large times. The agreement between the q*�Fo� behavior of the
semi-infinite solid and the q*�Fo� behavior of arbitrary shapes
reflects the fact that, at small times, thermal penetration depths
within the surrounding medium are small relative to the charac-
teristic dimension of the object, and spatially averaged heat trans-
fer rates are therefore independent of the object shape. The study
of Yovanovich et al. suggests that, with proper nondimensional-
ization, the transient thermal response might be described by
simple expressions over the entire Fo range, obviating the need
for cumbersome evaluation of many terms in the infinite series
expressions associated with the exact solutions. Carslaw and Jae-

ger �5� also presented several exterior cases, including providing

OCTOBER 2008, Vol. 130 / 101302-108 by ASME
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mall time approximations derived using Laplace transform tech-
iques.

The idea of approximating transient conduction solutions for
mall and large times is explored in a book and various papers by
eck et al. �6,8,9� and McMasters et al. �10�, where it is referred

o as time partitioning. The small and large time solutions are
ntroduced in the context of Green’s functions; numerical integra-
ion of the Green’s functions over time must be carried out, and
fficiency is greatly enhanced by using the small and large time
pproximations. In an earlier paper by Beck et al. �11�, small and
arge time solutions are presented for some transient conduction
roblems with constant heat flux boundary conditions. The solu-
ions are presented in the context of the unsteady surface element

ethod, for which Duhamel’s theorem is employed with influence
unctions that are the constant heat flux solutions.

The objectives of this paper are to bring together existing small
nd large time solutions for transient conduction in simple geom-
tries, put them into forms that will promote their usage, and
uantify the errors associated with the approximations. Specifi-
ally, the geometries considered in this study are as follows �see
ig. 1�:

• semi-infinite solid
• interior of plane wall
• interior of infinite cylinder
• interior of sphere
• exterior of sphere

The exterior of an infinite cylinder is omitted because it is not
menable to the asymptotic approaches considered here. Informa-
ion about this case can be found in Refs. �5,12�.

For each geometry, we consider the transient thermal response
f the object subject to both constant surface temperature �species
oncentration� and constant surface heat flux �species flux� bound-
ry conditions. Following Ref. �7�, the predicted thermal re-
ponses are reported in terms of a dimensionless heat rate

q* �
qs�Lc

k�Ts − Ti�
�1�

s a function of the Fourier number, Fo=�t /Lc
2 �where Lc is a

haracteristic length defined in Table 1 for each of the geom-
tries�. For a constant surface temperature boundary condition,

able 1 Summary of transient heat transfer results for consta
here Lc is the length scale given in the table, Ts is the object s

he interior cases and „b… the temperature of the infinite mediu

eometry
Length

scale, Lc

Exact
solutions

emi-infinite L �arbitrary�
1

��Fo

nterior cases

Plane wall
of thickness 2L L 2	

n=1

�

exp�− �n
2Fo� , �n = 
n −

Infinite cylinder ro 2	
n=1

�

exp�− �n
2Fo�, J0��n� =

Sphere ro 2	
n=1

�

exp�− �n
2Fo�, �n = n�

xterior case
Sphere ro

1
��Fo

+1
01302-2 / Vol. 130, OCTOBER 2008
this is equivalent to reporting the surface heat flux, whereas for a
constant surface heat flux boundary condition this is equivalent to
reporting the surface temperature. It is also useful to consider the
total energy �or species� input to each of the interior objects up to
a given time. The total energy input is typically normalized by the
total energy which will have entered the object at steady state, that
is,

Q

Qo
=

�0
t qs�Asdt

�c�Ts − Ti�V
=

AsLc

V �
0

Fo

q*dFo = p�
0

Fo

q*dFo �2�

where p=1,2 ,3 for plane wall, infinite cylinder, and sphere, re-
spectively.

For each of the cases, we provide the following.

• The analytical solution for q*�Fo�, assuming constant ther-
mophysical properties. Of course, many of these solutions
are already known �1–6�.

• Analytically derived approximations for small and large Fo,
which take the form of simple algebraic expressions. By
using the small time solution for Fo�0.2 and the large time

T(x,0) = Ti

or

qs"

Ts

x
(a)

or

qs"

Ts

-L +Lx

qs"

Ts

(b)

ro

Ts

or

qs"

Ts

or

qs"

(c) (d)

T(x,0) = Ti

T(x,0) = Ti
T(x,0) = Ti

ro

Fig. 1 Physical system: „a… semi-infinite solid, „b… plane wall,
„c… sphere or infinite cylinder, and „d… sphere embedded in an
infinite medium

surface temperature cases. q*Æqs�Lc /k„Ts−Ti… and FoÆ�t /Lc
2,

face temperature, and Ti is „a… the initial object temperature for
or the exterior case.

q*�Fo�

Maximum
error �%�

Approximate solutions

Fo�0.2 Fo�0.2

Use exact solution None

1
��Fo 2 exp�−�1

2Fo�, �1=� /2 1.7

1
��Fo

−
1

2
−0.65Fo 2 exp�−�1

2Fo�, �1=2.4050 0.8

1
��Fo

−1 2 exp�−�1
2Fo�, �1=� 6.3

Use exact solution None
nt
ur

m f

1

2
��

0
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solution for Fo�0.2, approximate solutions are available
over the entire range, 0�Fo��. In some cases, new nu-
merical approximations which are preferable to the
asymptotic solutions are presented.

• Maximum errors associated with the use of the approximate
solutions. The error is defined as the percentage difference
between predicted and exact dimensionless heat transfer
rates. Maximum errors are less than 6.3%, with the error
significantly smaller over most of the Fo range.

• Approximate solutions for the total, normalized energy in-
put, Q /Qo, as a function of Fo, and the associated errors
relative to the exact solution, for the interior cases. These
solutions are presented only for the constant surface tem-
perature boundary condition, since it is a trivial matter to
find Q /Qo for constant surface heat flux. Maximum errors
are less than approximately 0.2%.

All of these results are summarized in Tables 1–3. The remain-
er of this paper is devoted to deriving, presenting, and discussing
he results in these tables and giving examples using the approxi-

ate results. As will become evident, the approximate results are
aluable, in that they can be used to very rapidly estimate, to a
igh degree of accuracy, relevant thermal responses �surface heat
uxes or temperatures and total energy inputs� over the entire time
ange, 0�Fo��. In addition, these solutions can be used as the
nfluence functions in Duhamel’s theorem, to generate surface

able 2 Summary of transient heat transfer results for cons
here Lc is the length scale given in the table, Ts is the object s

he interior cases and „b… the temperature of the infinite mediu

eometry
Length

scale, Lc

Exact
solution

emi-infinite L �arbitrary� 1

2
� �

Fo

nterior cases

Plane wall
of thickness 2L L �Fo +

1

3
− 2	

n=1

�
exp�− �

�n
2

,

Infinite cylinder ro �2Fo +
1

4
− 2	

n=1

�
exp�− �

�n
2

Sphere ro �3Fo +
1

5
− 2	

n=1

�
exp�− �n

2

�n
2

xterior case
Sphere ro �1−exp�Fo�erfc

Table 3 Formulas for total heat input for con
approximate solutions, and maximum errors

Geometry
Length

scale, Lc Fo�0.2

Interior cases
Plane wall
of thickness 2L L 2�Fo

�

Infinite cylinder ro 4�Fo

�
−Fo−0.

Sphere ro 6�Fo

�
−3F
ournal of Heat Transfer
temperatures �or surface heat fluxes� for situations in which the
surface heat flux �or surface temperature� is a specified function of
time.

Problem Statement
For each of the cases, the heat diffusion equation can be written

as

�	

�Fo
=

1

r*n

�

�r*

r*n �	

�r*
� �3�

In this equation, 	= �T−Ti� /
Tc, where Ti is the initial tempera-
ture of the object and 
Tc= �Ts−Ti� for constant surface tempera-
ture boundary conditions and 
Tc=qs�Lc /k for constant surface
heat flux boundary conditions. In addition, r*=r /Lc, where r is
the dimensional spatial coordinate �x for Cartesian coordinates�,
and n=0,1 ,2 for Cartesian, cylindrical radial, and spherical radial
coordinates, respectively. The initial condition is 	�r*,Fo=0�=0,
and the boundary conditions are as follows.

Semi-infinite solid:

	�r* → �,Fo� = 0 �4�
and one of the following:

constant Ts: 	�r* = 0,Fo� = 1 �5�

t surface heat flux cases. q*Æqs�Lc /k„Ts−Ti… and FoÆ�t /Lc
2,

face temperature, and Ti is „a… the initial object temperature for
or the exterior case.

q*�Fo�

Maximum
error �%�

Approximate solutions
Fo�0.2 Fo�0.2

Use exact solution None

�−1

, �n = n�
1

2
� �

Fo �Fo+
1

3 �−1

5.3

−1

, J1��n� = 0
1

2
� �

Fo
−

�

8 �2Fo+
1

4 �−1

2.1

−1

, tan��n� = �n

1

2
� �

Fo
−

�

4 �3Fo+
1

5 �−1

4.5

1/2��−1
1

2
� �

Fo
+

�

4

0.77
�Fo

+1 3.2

nt surface temperature interior cases, using

Q /Qo�Fo�
Maximum
error �%�Fo�0.2

1−
2

�1
2 exp�−�1

2Fo�, �1=� /2 0.21

o2 1−
4

�1
2 exp�−�1

2Fo�, �1=2.4050 0.22

1−
6

�1
2 exp�−�1

2Fo�, �1=� 0.18
tan
ur

m f

s

n
2Fo

n
2Fo�

Fo�

�Fo
sta

65F

o
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constant qs�: � �	

�r*
�

r*=0
= − 1 �6�

All interior cases:

� �	

�r*
�

r*=0
= 0 �7�

nd one of the following:

constant Ts: 	�r* = 1,Fo� = 1 �8�

constant qs�: � �	

�r*
�

r*=1
= 1 �9�

Exterior sphere:

	�r* → �,Fo� = 0 �10�
nd one of the following:

constant Ts: 	�r* = 1,Fo� = 1 �11�

constant qs�: � �	

�r*
�

r*=1
= − 1 �12�

xact Results and Discussion
The resulting analytical expressions for q*�Fo� are listed in

ables 1 and 2 for constant temperature and constant heat flux
oundary conditions, respectively. The exact solutions, in dimen-
ionless form, are shown graphically in Figs. 2 and 3, and are
iscussed below.

Constant Surface Temperature Boundary Conditions. For
he semi-infinite solid, the value of q* is independent of the char-
cteristic length and q*�Fo−1/2, as evident in Fig. 2. In particular,
he thermal response of the semi-infinite solid is

q* =
1

��Fo
�13�

Results for heat transfer to the interior of a plane wall, infinite
ylinder, and sphere are also shown in Fig. 2, using characteristic
engths of Lc=L or ro for a plane wall of thickness 2L or a sphere
or infinite cylinder� of radius ro. As is evident in the figure, for
ach geometry q* initially follows the semi-infinite solid behavior
ut at some point decreases rapidly as the objects approach their
quilibrium temperature and, in turn, q*�Fo→��=0. The value of
*

ig. 2 Transient thermal response, q*„Fo…, for constant sur-
ace temperature boundary conditions. The dotted lines ap-
roximately bound exterior objects in Ref. †7‡.
decreases more rapidly for geometries that possess large sur-

01302-4 / Vol. 130, OCTOBER 2008
face area to volume ratios, as expected.
Figure 2 also shows the solution for the exterior sphere case,

namely,

q* =
1

��Fo
+ 1 �14�

Note that the dotted lines surrounding the response of the sphere
approximately bound the other exterior geometries as derived
computationally and reported in Ref. �7�. For these exterior heat
transfer cases, the length scale is Lc= �As /4��1/2, where As is the
surface area of the embedded object �which reduces to Lc=ro for
a sphere�. It was shown in Ref. �7� that a length scale proportional
to the square root of the surface area most effectively collapses the
behavior of the various geometries. Note that for any convex ge-
ometry for the exterior heat transfer cases, the initial response of
the surrounding medium is identical to that of a semi-infinite
solid, and a steady-state solution is reached where q*�Fo→��
�1. �The infinite cylinder exterior case, not considered here, is an
exception that does not reach a steady state.�

Constant Surface Heat Flux Boundary Conditions. When a
constant heat flux is applied to the surface of the object, the nu-
merator of Eq. �1� is fixed and the temperature difference in the
denominator evolves with time. Thus, the dimensionless heat rate
represents the surface temperature history. The results for the vari-
ous geometries are shown in Fig. 3. For the semi-infinite solid, the
dimensionless heat rate is given by

q* =
1

2
� �

Fo
�15�

For heat transfer to the interior of the one-dimensional plane
wall, infinite cylinder, or sphere, the q*�Fo� response is initially
the same as that of the semi-infinite solid, as was seen for the
constant temperature boundary condition cases. Compared to the
constant surface temperature cases of Fig. 2, however, the rate at
which q* decreases is more modest, since steady-state conditions
are never reached. At large times for objects of finite size, q*

�Fo−1, as expected from consideration of lumped thermal capaci-
tance behavior �1�. For the exterior sphere case, the thermal re-
sponse is given by the exact solution

q* = �1 − exp�Fo�erfc�Fo1/2��−1 �16�
As for the constant temperature boundary condition responses, the
sphere reaches a steady-state condition for which q*�Fo→��=1.

Approximate Solutions
The discussion in the preceding section illustrates the benefits

Fig. 3 Transient thermal response, q*„Fo…, for constant sur-
face heat flux boundary conditions
associated with the use of the dimensionless heat rate. However,
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he oftentimes cumbersome task associated with evaluating the
nfinite series expressions for q* at small times remains. To this
nd, the asymptotic behavior at small Fo suggests that the exact
nfinite series solutions might be readily replaced with simpler
xpressions, just as approximate solutions can be applied at large
o. Indeed, small time approximations are available in the litera-

ure, as discussed previously, although they are not as widely
nown as the large time approximations. In this paper, the small
ime approximations will be derived by making use of the Euler–

aclaurin summation formula. This is an alternative to the
aplace transform method used in some of the references, and has

he attractive feature of beginning from the exact series solutions
which is not to detract from the power of the Laplace transform
ethod�. It will be shown that the small and large time approxi-
ations taken together can be used to provide very accurate ap-

roximations of the exact solutions with minor errors restricted to
ery narrow ranges of Fo. In addition, an approximate solution
ill be provided for the exterior sphere with constant heat flux,

ince evaluation of the complementary error function can be prob-
ematic.

Small Fourier Number Limit for Interior Cases. Considering
rst the constant Ts cases in Table 1, the exact solutions for all of

he interior cases can be written as

q* = 2	
n=1

�

exp�− �n
2Fo� �17�

here

�n = ��n − 1
2�� plane wall

roots of J0 infinite cylinder

n� sphere
� �18�

nd J0 is the Bessel function of the first kind of order 0. The
ylinder solution is significantly more complicated than the other
wo and will be addressed later. Continuing with the plane wall
nd sphere, it is convenient to separate the first term in Eq. �17�,
hat is,

q* = 2 exp�− �1
2Fo� + 2	

k=1

�

exp�− �k+1
2 Fo� �19�

ext, the summation over k is approximated using the Euler–
aclaurin summation formula �13�,

S = 	
k=1

�

fk =�
k=0

�

f�k�dk −
1

2
f�0� −

1

12
f��0� +

1

720
f��0� + ¯

�20�

here fk=2 exp�−�k+1
2 Fo�, the prime denotes differentiation with

espect to k �treating f as a continuous function of k�, and use has
een made of the fact that f and all its derivatives go to zero as
→�. We now proceed to evaluate each of the terms in S.

I =�
k=0

�

f�k�dk = 2�
k=0

�

exp�− �k+1
2 Fo�dk

=
2

�Fo1/2�
�0

�

exp�− �k
2�d�k =

1
��Fo

erfc��1Fo1/2� �21�

here the transformation �k=�k+1Fo1/2 was used. Continuing with
he remaining terms,

f�0� = 2 exp�− �1
2Fo� �22�

f��0� = − 4��1Fo exp�− �2Fo� �23�
1
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f��0� = �24�1Fo2 − 16�1
3Fo3��3 exp�− �1

2Fo� �24�

Note that higher-order derivatives of f would involve the same or
higher powers of Fo. Since we seek a small Fo approximation for
q*, we drop terms that are higher than linear in Fo. Thus, we will
omit f��0� and all higher derivatives. Finally, we can write

q* = 2 exp�− �1
2Fo� +

1
��Fo

erfc��1Fo1/2� − exp�− �1
2Fo�

+
1

3
��1Fo exp�− �1

2Fo� �25�

For small Fo, the complementary error function and exponential
terms can be expanded in Taylor series. Retaining only terms up
to order Fo, the result is

q* = 1 − �1
2Fo +

1
��Fo


1 −
2

�1/2�1Fo1/2 +
2

3�1/2�1
3Fo3/2� +

�

3
�1Fo

=
1

��Fo
+ 
1 −

2

�
�1� + 
− �1

2 +
2

3�
�1

3 +
�

3
�1�Fo �26�

With �1= �1−a�� �a=1 /2 for the plane wall and a=0 for the
sphere�, this simplifies to

q* =
1

��Fo
− b, b = 1 − 2a = �0 plane wall

1 sphere
� �27�

The first term is the semi-infinite solid solution, the second term is
a constant �different for the two different geometries�, and the
terms that are linear in Fo cancel out.

For the cylinder solution, the roots of J0 can be approximated
for large n as �13�

�n = n +
1

8n
−

4 � 31

3�8n�3 + ¯ �28�

where n= �n−1 /4��. The fact that d�n /dn is a function of n
makes the cylinder solution much more complicated than the
other two cases. A derivation which uses the first two terms of the
expansion for �n yields the following result for q*:

q* =
1

��Fo
−

1

2
−

1

4
�Fo

�
−

1

8
Fo �29�

Because the objective is to approximate the exact solution over
the range 0�Fo�0.2, the asymptotic solution above will be re-
placed with the numerical approximation below, in which the last
two terms are replaced with a single term proportional to Fo,
chosen to give good agreement over the desired range. The
asymptotic solution gives better agreement for very small Fo, as
expected, but for very small Fo the last two terms are relatively
unimportant anyway. Over the entire desired range, the fitted so-
lution is a better approximation. Thus, it is recommended to use

q* =
1

��Fo
−

1

2
− 0.65Fo �30�

Turning next to the constant qs� interior cases in Table 2, they
each contain a summation term of the form

S = 2	
n=1

�
exp�− �n

2Fo�
�n

2 �31�

where

�n = �n� plane wall

roots of J1 infinite cylinder

solutions of �n = tan��n� sphere
� �32�
For large n, these each take the form
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�n = �n + c��, c = �0 plane wall
1
4 infinite cylinder
1
2 sphere

� �33�

e will take a somewhat different approach here and split the
um, S, into two portions, such that the second portion is for
ufficiently large n so that the above approximations are good.
This was the approach used for the infinite cylinder constant
urface temperature case above.� That is,

S = 2	
n=1

N
exp�− �n

2Fo�
�n

2 + 2	
k=1

�
exp�− �N+k

2 Fo�
�N+k

2 �34�

or the second sum, the Euler–Maclaurin summation formula, Eq.
20�, is used, with

f�k� = 2
exp�− �N+k

2 Fo�
�N+k

2 �35�

esulting in

S = 2	
n=1

N
exp�− �n

2Fo�
�n

2 + 2
 exp�− �N
2 Fo�

��N
−

Fo1/2

�1/2 erfc��NFo1/2��
+ �−

1

�N
2 +

�

3

Fo

�N
+

1

�N
3 � −

�3

15

Fo

�N
3 +

1

�N
5 �exp�− �N

2 Fo� + ¯

�36�

here Fo2 and Fo3 terms have been omitted in f��0�. Expanding
or small Fo and retaining terms up to linear in Fo, this becomes

S = �2	
n=1

N
1

�n
2 +

2

��N
−

1

�N
2 +

�

3�N
3 −

�3

15�N
5 

−
2Fo1/2

�1/2 + 
2�N

�
− 2N + 1�Fo �37�

hus,

q*−1 = �e − 2	
n=1

N
1

�n
2 −

2

��N
+

1

�N
2 −

�

3�N
3 +

�3

15�N
5 

+
2Fo1/2

�1/2 + 
d −
2�N

�
+ 2N − 1�Fo �38�

here �from Table 2�

d = �1 plane wall

2 infinite cylinder

3 sphere
�, e = �1/3 plane wall

1/4 infinite cylinder

1/5 sphere
�

�39�

Recalling that the summation was split into two pieces, with N
efined to be large enough so that Eq. �33� holds, the coefficient
f the Fo term comes out to be 0, 1 /2, and 1 for the plane wall,
ylinder, and sphere, respectively. The constant term �in square
rackets� is numerically found to converge to zero in all three
ases, as N→�. Thus, inverting Eq. �38� for small Fo results in

q* =
1

2
� �

Fo
− g, g = �0 plane wall

�/8 infinite cylinder

�/4 sphere
� �40�

or the interior cases with constant heat flux boundary conditions.

Large Fourier Number Limit for Interior Cases. For the in-
erior cases with constant surface temperature boundary condition,
he large Fourier number limit is the well-known approximation of

etaining only the first term in the infinite series solution �see
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Table 1�. For the constant heat flux boundary condition, the entire
infinite series can be neglected relative to the linear function of Fo
�see Table 2�.

Small and Large Fourier Number Limits for Exterior Case.
For the exterior sphere case with a constant temperature boundary
condition, the exact solution �see Table 1� is already a simple
algebraic expression, which �as pointed out in Ref. �7�� is the
superposition of the small time, semi-infinite solid solution and
the steady-state solution. For the exterior sphere with a constant
heat flux boundary condition �not addressed in Ref. �7��, the exact
solution is given in Table 2. It is trivial to evaluate using modern
computational tools, but approximations which can be evaluated
using a handheld calculator are provided. The small Fourier num-
ber limit is readily obtained by expanding the exact solution in a
Taylor series, as given in Table 2. The large Fourier number as-
ymptote is q*= ��Fo�−1/2+1. However, over the desired range of
0.2�Fo��, a better overall fit is found by using q*

=0.77Fo−1/2+1, as given in Table 2.

Approximate Solutions for Q ÕQo. Equation �2� provides an
expression that can be evaluated to yield Q /Qo. It is convenient to
use in this form for Fo�0.2, making use of the approximate so-
lutions for q* in Table 1. For Fo�0.2, the integral in Eq. �2� can
be calculated in two pieces, using the small and large Fo approxi-
mations. Alternatively, and preferably so as to ensure the correct
large Fo limiting behavior, the integral can be rewritten as

Q

Qo
= p��

0

�

q*dFo −�
Fo

�

q*dFo
= 1 − p�

Fo

�

q*dFo = 1 −
2p

�1
2 exp�− �1

2Fo�, Fo � 0.2

�41�

where the large Fo approximation has been used, and p=1,2 ,3
for plane wall, infinite cylinder, and sphere, respectively. While
the existing large Fo one-term approximations for q* can be used
to evaluate Eq. �41� as indicated, the results are of limited utility,
since at the recommended limit for their applicability �Fo=0.2�,
the Q /Qo values are already large �0.50, 0.78, and 0.92 for the
plane wall, infinite cylinder, and sphere respectively�. At least half
of the maximum energy transfer has already occurred by the time
corresponding to Fo=0.2; results for Q /Qo for Fo�0.2 are likely
to be of greater interest.

Discussion and Usage of Approximate Solutions
The approximate solutions for q* are all compiled in Tables 1

and 2 �for constant surface temperature and constant heat flux
boundary conditions, respectively�, along with the maximum er-
rors associated with their use. As an example, Fig. 4 shows the
exact solution �solid line� and three approximations for the inte-
rior sphere with constant surface temperature boundary condition.
The three approximations are the semi-infinite solution �long
dashed line�, the small Fo approximation �short dashed line,
which coincides with the exact solution for small Fo�, and the
large Fo approximation �dash-dot line, which coincides with the
exact solution for large Fo�. First, consider the semi-infinite solid
solution and the large Fo approximation. The semi-infinite solu-
tion is seen to be valid only for very small Fo; it visibly deviates
from the exact solution for Fo near 0.001, where the error is
already 6.0%. The large Fo approximation is indistinguishable
from the exact solution for Fo�0.1, but as Fo decreases, the large
Fo approximation rapidly deviates from the exact solution. At
Fo=0.1, the error in the large Fo approximation is 4.9%. Thus, in
the broad range of 0.001�Fo�0.1, neither of these approxima-
tions is very accurate. If we attempted to use these approximations

with a transition at around Fo=0.03, the maximum error would be
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clearly unacceptable 40%. Instead, the full series solution should
e calculated until converged. We next focus on the small Fo
pproximation. This hugs the exact solution from small Fo up to
round Fo=0.2, where it begins to visibly deviate. Thus, it fills in
he entire range where neither the semi-infinite nor the large Fo
pproximations are accurate. Using the small Fo approximation
nd the large Fo approximation, with a transition at Fo=0.2, the
argest error is 6.3% and occurs at Fo=0.2. �This is the largest
rror of all the cases, see Tables 1 and 2.� A smaller maximum
rror could be obtained by choosing a different transition point
etween the small and large Fo solutions. For this particular case,
transition at around Fo=0.15 is optimal, and yields a maximum

rror of 1.1%. Unfortunately, the optimal transition point is differ-
nt for each case; in the interest of simplicity, the common tran-
ition point of Fo=0.2 has been chosen.

The approximate solutions for q* in Table 1 have been used to
alculate Q /Qo. For Fo�0.2, Eq. �2� has been used directly,
hereas for Fo�0.2, the form given in Eq. �41� has been utilized.
he resulting formulas and the associated maximum errors rela-

ive to the exact solutions are provided in Table 3. The results for
/Qo are more accurate than for q* itself �since errors in q* are

ignificant only in a small Fo range�. Maximum errors are seen to
e less than approximately 0.2%.

The following example illustrates the value of the small Fo
pproximation for q*. Consider the microwave heating of a nomi-
ally dielectric material. The material’s radius and length are 2.5
nd 15 cm, respectively, and the thermal conductivity and diffu-
ivity are 1.0 W /m K and 1�10−6 m2 /s, respectively. In order to
eat the material, it is wrapped in a thin susceptor that absorbs
icrowave radiation and results in 400 W of power being depos-

ted at the outer surface of the object. If the object is initially at
°C and heat losses to the environment can be neglected, how

ong will it take for the material’s outer surface to reach 140°C?
Treating the object as an infinite cylinder, this problem is one in

hich the value of q* is known, q*= �q /As�ro /k�Ts−Ti�
q / �2�Lk�Ts−Ti��=3.08, and the value of Fo must be deter-
ined. Using the small Fo approximate solution, q*=1 /2�� /Fo
� /8, we can directly solve for Fo, yielding Fo=0.0653 and t
40.8 s. Utilizing the exact solution, we would need to solve

teratively for Fo, using q*= �2Fo+1 /4−2	n=1
� exp�−�n

2Fo� /�n
2�−1,

ith the need to determine the eigenvalues, which are the solu-
ions of J1��n�=0. Starting from guessed values of Fo=0.2 and
o=0.01, which yield q* values of 1.56 and 8.42 �bounding the
esired result�, and using bisection, 12 different q* evaluations are
eeded. Fortunately, each requires only between one and four

ig. 4 Exact and approximate solutions for interior sphere
ith constant surface temperature boundary condition
erms in the infinite series for acceptable accuracy. Nonetheless,
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this solution approach is a significant burden. The exact solution
yields Fo=0.0645, t=40.3 s. Thus, the error in the approximate
solution is around 1%.

The next example illustrates the utility of the Q /Qo approxima-
tion. Spherical air bubbles of radius 1 mm rise through water at
25°C. The mass diffusivity of water vapor in air is DAB=0.26
�10−4 m2 /s. How long should the bubbles remain in the water to
achieve an average water vapor concentration inside the bubble
that is 50% of the maximum value? Using the heat and mass
transfer analogy, with a constant species concentration at the
bubble boundary, and assuming negligible advection within the
bubble, the ratio of average concentration to maximum possible
concentration is analogous to Q /Qo as follows:

C

Co
= 0.5 = �6�Fom

�
− 3Fom, Fom � 0.2

1 −
6

�1
2 exp�− �1

2Fom� , Fom � 0.2�
where Fom=DABt /ro

2, and �1=�. Utilizing the expression for
Fom�0.2 yields Fom=0.0305 �and a second root, 0.909, which
does not lie within the range of validity�. Thus, t=1.17 ms. �If we
had begun with the assumption Fom�0.2, we would have found
Fom=0.0198, revealing that the initial assumption was incorrect.�
To solve the problem exactly using the infinite series solution
would require tedious iteration to solve for the value of Fom, with
each evaluation of the infinite series for Q /Qo requiring a few
terms for acceptable accuracy in this range.

Conclusion
This paper has considered a range of simple “interior” and “ex-

terior” geometries, with constant surface temperature and constant
surface heat flux boundary conditions. In each case, the exact
solution for dimensionless heat transfer rate was provided. A small
Fo approximate solution, accurate for Fo�0.2, was then derived
for each case. This approximation bridges the gap between the
large Fo �single-term� approximation, which is accurate for Fo
�0.2, and the semi-infinite solid solution, valid at very small Fo.
With the use of these approximations, it is now a trivial matter to
calculate the dimensionless heat transfer rate for 0�Fo��, for
all of these cases, using simple expressions that can be evaluated
with a handheld calculator. In addition, for the interior cases with
constant surface temperature, expressions have been provided for
the dimensionless energy input, Q /Qo, which can be very accu-
rately approximated over the entire Fo range.

Nomenclature
As � surface area, m2

c � specific heat, J/kg K
C � average species concentration

Co � average species concentration at steady state
DAB � mass diffusivity, m2 /s

Fo � Fourier number for heat transfer, �t /Lc
2

Fom � Fourier number for mass transfer, DABt /Lc
2

k � thermal conductivity, W/m K
L � plane wall half-width, m

Lc � characteristic length, m
q* � dimensionless heat rate
qs� � surface heat flux, W /m2

r � cylindrical or spherical radial coordinate, m
ro � cylinder or sphere radius, m
r* � dimensionless spatial coordinate, r /Lc
n � n=0,1 ,2 for Cartesian, cylindrical, spherical

coordinates �also summation index�
p � p=1,2 ,3 for Cartesian, cylindrical, spherical
coordinates
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R

1

Q � total energy input into an interior object up to
time t

Qo � total energy input into an interior object at
steady state

t � time, s
T � temperature, K
Ti � initial temperature, K
Ts � surface temperature, K
V � volume, m3

� � thermal diffusivity, m2 /s

Tc � characteristic temperature difference

�Ts−Ti� for constant Ts boundary condition
qs�Lc /k for constant qs� boundary condition

�n � nth eigenvalue, defined in Tables 1 and 2
	 � dimensionless temperature, �T−Ti� /
Tc

� � density, kg /m3
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Droplet and Bubble Dynamics
in Saturated FC-72 Spray Cooling
on a Smooth Surface
Droplet and bubble dynamics and nucleate heat transfer in saturated FC-72 spray cool-
ing were studied using a simulation model. The spray cooling system simulated consists
of three droplet fluxes impinging on a smooth heater, where secondary nuclei outnumber
the surface nuclei. Using the experimentally observed bubble growth rate on a smooth
diamond heater, submodels were assumed based on physical reasoning for the number of
secondary nuclei entrained by the impinging droplets, bubble puncturing by the imping-
ing droplets, bubble merging, and the spatial distribution of secondary nuclei. The pre-
dicted nucleate heat transfer was in agreement with experimental findings. Dynamic
aspects of the droplets and bubbles, which had been difficult to observe experimentally,
and their ability in enhancing nucleate heat transfer were then discussed based on the
results of the simulation. These aspects include bubble merging, bubble puncturing by
impinging droplets, secondary nucleation, bubble size distribution, and bubble diameter
at puncture. Simply increasing the number of secondary nuclei is not as effective in
enhancing nucleate heat transfer as when it is also combined with increased bubble
puncturing frequency by the impinging droplets. For heat transfer enhancement, it is
desirable to have as many small bubbles and as high a bubble density as possible.
�DOI: 10.1115/1.2953237�

Keywords: spray cooling, cooling, spray, bubbles, droplets
Introduction
This article presents results from computer simulations of

ucleate heat transfer in FC-72 spray cooling. Due to the multi-
ude of complex and interacting multiphase events in spray cool-
ng �1,2�, the simulation is phenomenological without invoking
onservation equations. However, an energy balance is achieved
y matching the simulated nucleate heat flux with the experimen-
al value. This is intended to illuminate dynamic aspects of bubble
nd droplet behaviors and their effects during spray cooling. Ex-
erimental studies of spray cooling were previously conducted
2–7�; the results include the heat transfer curve, bubble growth
ate, bubble density, and estimation of relative importance of
hase-change versus single-phase heat transfer. However, some
uestions are more difficult to answer using an experimental ap-
roach, for example, how many bubbles are punctured by the
mpinging droplets, is there a preferred bubble size at puncturing,
nd what is the bubble merging mechanism in spray cooling. On
he other hand, the experimental spray cooling results obtained in
he nucleate boiling regime along with those of pool boiling
8–14� can be used for the various submodels in this simulation
tudy, helping to answer these questions.

Figure 1 schematically depicts the events during spray cooling
sing either a pressure- or air-assisted atomizer. The droplets ar-
ive at the heater surface and form a thin liquid film on the heater.
ue to continuity, the liquid drains off the edges of the heater,

esulting in convective flow over the heater surface. Direct evapo-
ation from the free surface of the liquid film also contributes to
he overall heat transfer. Within the liquid film, two types of nu-
lei exist. The first type is the surface nuclei, similar to those
ound in pool boiling when sufficient surface superheat exists. The

1Corresponding author.
Manuscript received June 29, 2007; final manuscript received April 1, 2008;

ublished online August 7, 2008. Review conducted by Satish G. Kandlikar. Paper
resented at the 2005 ASME International Mechanical Engineering Congress �IM-

CE2005�, Orlando, FL, November 5–11, 2005.

ournal of Heat Transfer Copyright © 20
other type of nuclei is the so-called secondary nuclei �15–18�. In
spray cooling, they are generated as the droplets entrain air or
vapor into the thin liquid film �1�. It was shown that for a smooth
diamond heater, these secondary nuclei tend to reside in the liquid
layer without attaching to the heater surface and therefore move
with the convective fluid current within the film �2�. Furthermore,
the smoothness does not favor surface nucleation. Such an obser-
vation differs from that for most practical heater surfaces, where
nuclei tend to be anchored on the surface and the roughness pro-
vides ample sites for surface nucleation. Both surface and second-
ary nuclei may merge with neighboring bubbles during their life-
time. Although bubble merging has been visualized in pool
boiling with relative ease �14�, it has not been documented in
spray cooling, primarily due to the turbulent nature of the liquid
layer caused by droplet impingement �2,14� that prevents clear
visualization of merging events. The lifetime ��b� of a bubble ends
upon departure from the heater surface �as in pool boiling�, grow-
ing to reach the free surface of the liquid layer where it is ruptured
or being punctured by the impinging droplets �1�. This is true
whether the bubble is a surface or secondary nucleus or results
from merging. It is known that the lifetimes of spray cooling
bubbles are ended most likely by the puncturing action of the
impinging droplets �2�.

The heat transfer in spray cooling over a smooth heater consists
of three mechanisms �1�: �1� nucleate boiling, �2� convective heat
transfer due to the liquid motion within the liquid layer, and �3�
direct evaporation from the surface of the liquid layer. There ex-
ists evidence that the liquid-vapor-surface contact line length cor-
relates with the heat transfer �19�. Over a smooth heater, this
correlation may not completely explain the amount of nucleate
heat transfer, as secondary nuclei generate no contact lines. More
than half of the heat transfer could be due to the participation of
both surface and secondary nuclei in nucleate boiling �2�. This
contribution from nucleate boiling was found to increase with an
increase in the spray droplet number flux �N� and with the asso-
ciated increase in secondary nuclei �2�. An increase in droplet flux

�N� is also expected to enhance the single-phase convection heat

OCTOBER 2008, Vol. 130 / 101501-108 by ASME
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ransfer due to the turbulent convective flow within the liquid
ayer caused by the impinging action. As a consequence, the heat
ux is greater than that in pool boiling for similar surface tem-
eratures �2,14�.

In a recent spray cooling study using saturated FC-72 liquid �2�,
he following results were reported. The average departure diam-
ter in pool boiling is approximately 800 �m �14�. However, the
verage bubble size at puncture �dp� in spray cooling rarely ex-
eeds 500 �m with an average of approximately 180–280 �m,
epending on the droplet flux �N� �2�. Therefore, the average
ubble size when punctured �dp� during spray cooling is apprecia-
ly smaller than the departure diameter under pool boiling condi-
ions. This is believed to occur because the impinging droplets are
he primary factor that determines bubble lifetime ��b� �2�.

The above observations were made with the aid of a high-speed
harge-coupled device �CCD� camera and a 70% transparent
eater, with the surface temperature ranging from 62 to 67 K,
ell below the Leidenfrost value �2�. Three values of N, 2.0
106 /cm2 s, 4.4�106 /cm2 s, and 8.2�106 /cm2 s, were exam-

ned in the experiment. Bubble parameters included average
ubble size �db�, bubble density �nb�, bubble lifetime ��b�, waiting
ime ��w�, and growth rate �diameter versus time�; the heat flux
ue to nucleation �qN� � could also be calculated �2�. A microscopic
ens system was used to observe a 1�1 mm2 area from the un-
erside of the heater �1�1 cm2�. Several locations were observed
nd were found to yield essentially the same values of bubble
arameters. A secondary nucleus was not attached to the heater
urface and was therefore moving with the estimated bulk fluid
elocity. It was found that the number of moving bubbles in-
reased with an increase in N and could be as many as four times
he bubbles observed during saturated pool boiling using the same
xperimental setup. As reported in Table 3 of Ref. �2�, the number
f bubbles �nb� increases with increasing N in spite of an associ-
ted decrease in the superheat. Classical pool boiling theories pre-
ict that nb� ��T��, where �T is the superheat and � falls be-
ween 4 and 6. These conflicting results lend support to the
xistence of secondary nuclei and to the simulation model used in
his study, described in the following section.

Several questions remain regarding the dynamic aspects of
pray cooling and how they affect qN� , such as �1� how many
ubbles are punctured by the impinging droplets and at what size
re they mostly likely to be punctured, �2� what is the bubble size

Fig. 1 Schematic of spray cooling system
istribution, and �3� how would the answers to these two ques-
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tions depend on the droplet flux N. A simulation model was pro-
posed to answer these questions. The model and its submodels are
described in the following section, followed by the simulation
results and further discussion.

Simulation Model
The simulation model consists of submodels including bubble

growth, surface and secondary nucleation, bubble merging,
bubble-droplet interaction �bubble puncturing by impinging drop-
lets�, and distribution of secondary nuclei. They are based on re-
sults from previous experimental observations of spray cooling �2�
or derived from relevant pool boiling results �8–14�. The model is
then validated by the agreement of the simulated results and the
experimental values of nucleate heat transfer.

Bubble Formation. The distribution of the surface nuclei is
described by the following:

Ffix = Xfix�xi,yi�f fix�t� �1�

It should be noted that Xfix is an array representing the random
locations of the surface nuclei. Because of the surface imperfec-
tions, there are preferred sites for the surface nuclei. Their loca-
tions are “fixed” on the surface and do not change with time. At
any instant, its number density is designated as nfix.

Impinging droplets and secondary nuclei are randomly gener-
ated at varying locations. The random functions for the secondary
nuclei and the droplets, respectively, are

Fsec = Xsec�xj,yj�fsec�t� �2�

Fd = Xd�xk,yk�fd�t� �3�

where fd�t�=��t−m�t�, a delta function where m=1,2 , . . . and �t
is the simulation time step. Due to the randomness, each location
on the heater surface has an equal likelihood for a droplet to land
on it. In other words, both Xd and Xsec are themselves random
functions. Because the number of droplets arriving at the heater
surface during each time step is NA�t, where A is the heater area,
Xd is an array representing NA�t positions during the time step.
Similarly, fsec�t�=��t−m�t� and Xsec is an array representing
CsecNA�t positions of the secondary nuclei generated by the im-
pinging droplets, where Csec is the number of secondary nuclei
generated per droplet.

Once generated �or “planted” for secondary nuclei�, the bound-
ary of the ith nucleus is represented by �x ,y�, such that

��x − xi�2 + �y − yi�2�1/2 = R�t� �4�

where R�t�=d�t� /2 is the radius of the bubble, described by Eq.
�5� in the following section. Equation �4� applies to both the sur-
face and secondary nuclei once they come into existence.

Bubble Growth. The bubble growth rate is based on experi-
mental observations �2�. The results of the average bubble diam-
eter �d� versus time are shown in Fig. 2 by the solid line fitting the
data, where the growth of the bubble is seen to follow a �t curve,
resembling that of the heat-transfer-controlled growth in an exten-
sive pool �20�. The curve in Fig. 2 can be represented by

d�t� = 0.0100618�t �5�

where d is in meters and t is in seconds. In spray cooling, the
average bubble growth rate is not sensitive to q� or Tw over a
small range of surface superheat �2�, making Eq. �5� suitable for
the present simulation as the values of N and q� vary. This could
be due to the fact that most nuclei are secondary and they do not
attach to the surface.

The typical scatter of data shown in Fig. 2 is approximately
50 �m. The maximum diameter at the end of the bubble lifetime

��b� rarely exceeded 500 �m for the values of N in this study �2�.
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Bubble Puncture. In the present model, a bubble was punc-
ured if its perimeter and that of the impinging droplet overlapped
n a two-dimensional plane �i.e., the heater surface�. This criterion
s expressed by

�Xd�x,y� − Xi�x,y�� � R�t� + 50 �m �6�

here 50 �m is the droplet radius used in this study. Punctured
ubbles also consist of those resulting from merging �discussed in
etail below�. Once a bubble was punctured, its vapor volume was
ncluded in the calculation of qN� . The vapor volume was collected
ver a period of 2 s for heat transfer calculations to ensure that
ufficient data were recorded after the simulation reached steady
tate. The dynamic steady state condition is defined in a later
ection.

Surface and Secondary Nuclei. Unlike pool boiling, the num-
er of nuclei in spray cooling does not depend on Tw. This again
s because impinging droplets bring secondary nuclei that far out-
umber surface nuclei �2�. Furthermore, within the turbulent liq-
id film, the thermal boundary layer may not favor surface nucle-
tion �21� even if a measured Tw may dictate otherwise. The
iminished role of surface nuclei as N is increased is described in
he Results and Discussion section. Based on the results, nfix was
hosen to be zero for most of the cases studied except those noted
therwise.

The number of secondary nuclei generated by each impinging
roplet �Csec� was varied over a wide range to examine its effect
n qN� . The results are shown for Csec=1, 2, 5, and 15 in Table 1,
here the center of the secondary nuclei were located at a dis-

ance of one droplet radius from the center of the droplet impact
Rd=1; the effect of Rd is discussed below�. It is noted that over
his range of Csec, the value of qN� does not vary more than 25%.
s shown in Table 1, nb increases with Csec by a factor of nearly
�Table 1�. However, this increase is accompanied with a de-

rease in db, resulting in a relatively small net change in the vapor
olume and qN� produced.
The value of Csec is difficult to determine experimentally, as

racing the identity of each droplet is difficult. It was known that
ater droplets having a diameter of 400 �m could entrain two to

hree bubbles and the number of bubbles entrained decreased with
he droplet size �15�. The droplet diameter used for the simulation

ig. 2 Average bubble diameter versus time based on experi-
ental observations. The curve fit is d„t…=C�t, with C
0.0100618 m and t in seconds. Note that the experimental
rowth rates are nearly equal and the curve was therefore used

or all three values of N in the simulation. The typical scatter of
he experimental data is approximately 50 �m.
as 100 �m, similar to the experimental conditions �2�. It was

ournal of Heat Transfer
decided that Csec=1 was suitable for the simulation.
Secondary nuclei, upon entering the liquid film, may be scat-

tered around the impinging droplet. The distance from the center
of the impinging droplet over which secondary nuclei can reach
was expressed in terms of the droplet radius. The ratio �designated
as Rd� of this distance to the droplet radius ranging from 1 to 5
was investigated, with the results shown in Table 2 for Csec=1. It
was found that the value of qN� does not change more than 0.5%.
The effect of Rd is not expected to be significant due to the ran-
dom droplet impingement location.

Summarizing the above observations, the values of Csec and Rd
were chosen to be 1, except where noted. It is also noted that the
initial size of secondary nuclei was assumed to be zero, because
secondary nuclei are typically an order of magnitude smaller than
the impinging droplets �15–18�.

Merging. Bubble merging has been experimentally observed in
FC-72 pool boiling �14�. In the present study, two neighboring i
and j bubbles were assumed to merge when they came into con-
tact. This criterion is expressed as the following:

�Xi − X j� � Ri�t� + Rj�t� �7�

No merging of bubbles in the direction normal �or vertical� to the
heater was considered. In this case, the upper bubble is most
likely generated by an impinging droplet, which would puncture

Table 1 Effect of number of secondary nuclei „Csec… on nucle-
ate heat transfer „Rd=1, �t=0.01 ms, nfix=0…

Csec qN� �W /cm2� db ��m� nb �1 /cm2�

N=2.0�106 /cm2 s
1 11.88 178 662
2 12.48 173 716
5 13.41 163 826

15 13.84 145 975

N=4.4�106 /cm2 s
1 14.25 143 989
2 15.21 139 1095
5 16.75 128 1322

15 17.62 111 1652

N=8.2�106 /cm2 s
1 16.20 121 1346
2 17.62 116 1531
5 20.20 106 1943

15 21.67 90 2557

Table 2 Effect of spatial distribution of secondary nuclei „Rd…

on nucleate heat transfer. „Csec=1, �t=0.01 ms, nfix=0…

Rd qN� �W /cm2�

N=2.0�106 /cm2 s
1 11.88
2 11.87
5 11.87

N=4.4�106 /cm2 s
1 14.24
2 14.20
5 14.20

N=8.2�106 /cm2 s
1 16.20
2 16.22
5 16.20
OCTOBER 2008, Vol. 130 / 101501-3
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he existing bubble, eliminating the possibility of vertical
erging.
Once two bubbles had merged, their new size/diameter was

alculated based on their combined volume. The new bubble
ould then move forward one or more simulation time steps cor-

esponding to the d versus t curve shown in Fig. 2 and continue its
rowth from that point of time following the growth curve. The
ew bubble assumed a new location X= ��xi+xj� /2, �yi+yj� /2�.

Snapshots of Bubbles and Droplets. A typical “snapshot” of
he bubbles and impinging droplets distributed on the heater �1

1 cm2� is shown in Fig. 3 �for N=2.0�106 /cm2 s, Csec=1 and

fix=0� with the “exposure time” equal to 0.01 ms �i.e., the simu-
ation time step�. The open circles �of various sizes� and black
ots �all with diameters equal to 100 �m� represent bubbles and
mpinging droplets on the heater surface, respectively. This choice
f N and �t resulted in 20 droplets arriving at the heater during
ach time step, as can be counted in Fig. 3. The effect of the step
ize on convergence and nucleate heat transfer is described below.

It should be noted in Fig. 3 that bubbles have discrete sizes due
o the finite value of �t. To reach the maximum d of 500 �m,
pproximately 250 simulation time steps are needed. This sug-
ests that there might be up to 250 different bubble sizes in any
napshot such as the one shown in Fig. 3. Puncturing or merging
ctivities eliminate some of the sizes.

Dynamic Steady State. Employing all of the submodels de-
cribed earlier, it took some time after the calculation was initiated
at t=0� for the system to reach a steady state. As can be seen in
ig. 4�a�, the surface bubble density �nb� from the initiation of the
imulation can be seen to reach a steady state after approximately
=1.0 ms. Similar results of npd �the number of bubbles punctured
er cm2 during a time step� can be seen in Fig. 4�b�. It can be seen
hat npd may still vary with time even after t=1.0 ms. This is due
o the random locations of the bubbles and the impinging droplets.

ig. 3 A snapshot „with on exposure time equal to 0.01 ms… of
ubbles and droplets arriving at the heater based on simulation
esult. Note that open circles represent bubbles having various
iameters and solid dots represent droplets, which have a uni-

orm size of 100 �m in diameter. N=2.0Ã106/cm2 s; Csec=1;
d=1; nfix=0.
owever, the variation appears to reach a stationary state of a
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random process. For example, for N=4.4�106 /cm2 s in Fig. 4�b�,
15 /cm2	npd	40 /cm2. For this value of N, at most 44 bubbles
can be punctured during a time step, assuming every droplet lands
on an existing bubble.

Once the dynamic steady state was reached, the numerical
simulation was continued for a period of time �chosen to be 2 s
for this study� so that time-averaged droplet and bubble param-
eters along with qN� could be calculated.

Convergence. Convergence is said to exist if the value of qN�
converged as �t was reduced. Results of a typical test are shown
in Table 3, where the value of qN� changes by less than 1% for
�t	0.02 ms for the three values of N. Unless otherwise specified,
�t=0.01 ms and m �as shown in Eq. �3�� =20,000 were chosen.

Outputs From Simulation. The simulation was performed us-
ing a desktop computer. The results consist of �1� the vapor of
removed bubbles over 2 ms for the qN� calculation, �2� probability
densities of bubble size and bubble size at puncturing and the
resulting average values of these two characteristic sizes, and �3�
bubble density �nb�. These results are then used to analyze the
dynamic process of puncturing, merging, droplet-bubble interac-
tion, and the effect of secondary nucleation, as described earlier.

Results and Discussion

Effects of Surface Nuclei. Table 4 shows the results of varying
the density of the surface nuclei �nfix�. It can be seen that by
varying the value of nfix from 0 /cm2 to 500 /cm2, the values of
the bubble density, bubble diameter, bubble diameter when punc-
tured, the number of bubble punctured per unit area per second
�nb, db, dp, and np, respectively�, and the heat flux due to nucle-
ation �qN� � fall within very narrow ranges �within less than 1%�.
These results over the three values of N �2�106 /cm2 s, 4.4
�106 /cm2 s, and 8.2�106 /cm2 s� suggest that the effect of the
surface nucleation is overwhelmed by secondary nuclei, justifying
the choice of nfix=0 for the model.

It is noted that np differs from npd, the latter being the number
of punctured bubbles during one simulation time step. Depending
on the size of the simulation time step, npd is several orders of
magnitude smaller than np, as can be seen from Table 4 and
Fig. 4�b�.

Overall Performance of the Simulation. The overall perfor-
mance of the simulation is examined by comparing the predicted
value of qN� as a function of nb with that from the experimental
results �2�, as shown in Fig. 5. This is to ensure that the energy
balance due to the phase-change heat transfer is satisfied. For the
simulation results, the values of bubble parameters were obtained
from snapshots like the typical one shown in Fig. 3. For compari-
son, the critical heat flux �CHF� for N=2.1�106 /cm2 s, 2.1
�106 /cm2 s, and 2.1�106 /cm2 s are, respectively, approximately
67 W /cm2, 70 W /cm2, and 80 W /cm2 �2�, with Tw within the
range of 67–69 K.

It should first be noted that the simulation results shown in Fig.
5 were carried out for Csec=1, 2, 5, 10, and 15, to examine the
effect of nb on qN� . As shown in Fig. 5, the present simulation
yielded good agreement with the experimental results �with an
experimental scatter of qN� approximately 8%�. It is noted that the
experimental and the simulation results overlap for nb up to
�2500 /cm2. As described earlier and in Fig. 3, the simulated
bubble distribution is two dimensional and merge when touching
each other. In experiment, bubbles may stack in the vertical direc-
tion �i.e., three dimensional� without merging. This may explain
why the simulated value of qN� can be smaller than the experimen-
tal one. It is noted that the simulation captures the experimental
trend of qN� versus nb and helps to explain the contribution of
nucleate heat transfer. The poorest agreement was found for nb

2
�1400 /cm , with the difference between the experiment and the
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imulation approximately 30–40% �see Fig. 5�. Experimentally, nb
as varied for each given N by varying the overall surface heat
ux, q� �40 W /cm2, 50 W /cm2, and 60 W /cm2�; for a given N,
s q� was increased, both nb and qN� increased �2�. The simulation
lso captured the experimental trend that qN� increases with N,
hich is really responsible for the increase in nb. Other features
ased on the simulation of spray cooling are described in the
ollowing sections.

Bubble Size Characteristics. Figure 6 shows the fraction of
ubbles having a diameter d �denoted by P�d��, determined using
verage values of many snapshots similar to that shown in Fig. 3.
he “bin” size used in Figs. 6 and 7 was 25 �m. For example, all
ubbles in the size range of 76–100 �m were counted as
00 �m. It can be noted that there exists a value of d �denoted by
*� at which the value of P�d� peaks for each given N. This can be
xplained as follows.

Figure 6 suggests that d*�125 �m for the three values of N. It
*

Fig. 4 „a… For N=2.0Ã106/cm2 s to 4
�t=0.01 ms, Csec=1, Rd=1, and nfix
function of time. „b… For N=2.0Ã
Ã106/cm2 s, with �t=0.01 ms, Csec
bubbles punctured per cm2 per time
reaches steady state after tÐ0.01 s
.4Ã106/cm2 s and 8.2Ã106/cm2 s, with
=0: surface bubble density „nb… as a

106/cm2 s to 4.4Ã106/cm2 s and 8.2
=1, Rd=1, and nfix=0: the number of

step. Note that the simulation quickly
an be seen that for d
d , the value of P�d� decreases with

ournal of Heat Transfer
Table 3 Results of convergence test for N=2.0Ã106/cm2 s,
4.4Ã106/cm2 s, and 8.2Ã106/cm2 s „Csec=1, Rd=1, nfix=0…

Time step ��t, ms� qN� �W /cm2�

N=2.0�106 /cm2 s
0.02 11.79
0.01 11.88

0.005 11.88
0.0025 11.85
0.001 11.85

0.0005 11.84

N=4.4�106 /cm2 s
0.02 14.18
0.01 14.25

0.0025 14.22

N=8.2�106 /cm2 s
0.02 16.12
0.01 16.19

0.005 16.20
OCTOBER 2008, Vol. 130 / 101501-5
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ncreased d. This is because larger bubbles are more likely to be
unctured due to both longer periods of time spent under bom-
ardment and larger cross sections over which impinging droplets
an land on. For d	d*, P�d� increases with increased d. This is
ttributable to the fact that smaller bubbles have smaller cross
ections and are likely to survive droplet bombardment and grow
or a period of time, until they reach larger sizes.

As N is increased, more bubbles are expected to be punctured at
arlier stages of their growth with an increased frequency. Conse-
uently, as N is increased, the value of P�d� is increased in the
ange of d	d*. As can be seen from Fig. 6, the values of P�d� in
he range of d=125�25 �m were approximately 0.11, 0.15, and

Table 4 Bubble characteristics and nu

nfix �1 /cm2� nb �1 /cm2� db ��m�

Case 1 �N

0 662 177.5
100 669 177.6
300 682 177.4
500 683 177.0

Case 2 �N

0 989 143.8
100 994 143.6
300 998 143.6
500 1013 143.7

Case 3 �N

0 1346 121.4
100 1351 121.3
300 1358 121.3
500 1364 121.2

aExperimental values from Ref. �2�.

Fig. 5 Nucleate heat transfer „qN� … v
Csec=1, 2, 5, 10, and 15, nfix=0, and
triangles are for N=2.0Ã106/cm2 s,
spectively. Solid symbols are experi
resent simulated results. The typical

fer data is approximately ±8%.

01501-6 / Vol. 130, OCTOBER 2008
0.18% for N=2.0�106 /cm2 s, 4.4�106 /cm2 s, and 8.2
�106 /cm2 s, respectively. The opposite is true for d
d*. The
fraction of bubbles in the range of larger diameters d
=276–300 �m were approximately 0.04, 0.02, and 0.01 for N
=2.0�106 /cm2 s, 4.4�106 /cm2 s, and 8.2�106 /cm2 s, respec-
tively. The effect of increased bombardment frequency reduces
the number of larger bubbles as N is increased, as discussed
above.

Bubbles of all sizes may be punctured. The probability of them
being punctured at diameter dp, P�dp�, is shown in Fig. 7. Let d

p
*

denote the value of dp for maximum P�dp�. Unlike d*, the values

ate heat transfer „Csec=1, �t=0.01 ms…

np �1 /cm2 s� dp ��m� qN� �W /cm2�

0�106 /cm2 s�
268–282a

863,400 237.6 11.81
868,900 237.9 11.95
855,200 238.1 12.17
883,900 238.0 12.13

�106 /cm2 s�
195–205a

2,133,100 185.6 14.20
2,143,000 185.6 14.26
2,157,000 185.1 14.30
2,163,600 185.5 14.41

�106 /cm2 s�
174–181a

4,374,700 152.3 16.21
4,409,200 152.2 16.25
4,418,200 152.4 16.34
4,428,200 152.5 16.40

us bubble density „nb…; �t=0.01 ms,
d=1. Circles, squares and inverted
Ã106/cm2 s, and 8.2Ã106/cm2 s, re-
ntal results and open symbols rep-
atter of the experimental heat trans-
cle

=2.

=4.4

=8.2
ers
R

4.4
me
sc
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f d
p
* are different for the three values of N �d

p
*�225 �m,

75 �m, and 125 �m, respectively, for N=2.0�106 /cm2 s, 4.4
106 /cm2 s, and 8.2�106 /cm2 s�. It can be seen that the prob-

bility of puncturing bubbles with dp
d
p
* decreases with an in-

rease in diameter. For dp	d
p
*, P�dp� increases with an increase

n diameter. These results appear to correlate with the general
rend of P�d� shown in Fig. 6. Therefore, there is a preferred size
ange, near d

p
*, where the bubbles are punctured, with d

p
* depend-

ng on the value of N. The dependence of d
p
* on N is explained in

he following section on bubble puncturing.
It is noted that values of d

p
* and dp �mean bubble size at punc-

uring, shown in Table 4� are different. It is seen that dp values for
=2.0�106 /cm2 s, 4.4�106 /cm2 s, and 8.2�106 /cm2 s are ap-

roximately 240 �m, 185 �m, and 152 �m, respectively. The
uantitative agreement with corresponding experimental results
also listed in Table 4� is encouraging, with the qualitative trend
ell predicted by the simulation. However, these values of dp are

arger than their respective values of d
p
*, mainly because the P�dp�

Fig. 6 Fraction of bubbles with dia
=0, and Rd=1

Fig. 7 Fraction of bubbles punctu

Csec=1, nfix=0, and Rd=1

ournal of Heat Transfer
function has long tails in the region of large dp �see Fig. 7�. The
decreasing trend of dp with increasing N is expected, in a manner
similar to the trend of d

p
* with N.

Dynamics of Bubble Puncturing. As discussed above, the
peaks in Fig. 7 indicate preferred ranges of bubble size for punc-
ture. The following offers a quantitative explanation. As shown in
Table 4, the density of remaining bubbles �nb� for N=2.0
�106 /cm2 s is approximately 670 /cm2. Assuming these bubbles
form approximately a 26�26 array on the square heater, the dis-
tances between the centers of two adjacent bubbles are approxi-
mately l=380 �m and 540 �m along the sides and the diagonal
of the heater, respectively. Because the droplet size in this simu-
lation is uniform at 100 �m, the smallest bubble that is to be hit
by an impinging droplet has a diameter d= �l−100� /2, if the drop-
lets land between bubbles. Therefore, this diameter lies between
140 �m and 220 �m for the bubble density of 670 /cm2. This
preferred range of bubble diameter agrees with the broad peak in

ter d, P„d…; �t=0.01 ms, Csec=1, nfix

at diameter d, P„db…; �t=0.01 ms,
me
red
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ig. 7 �d
p
*�225 �m�.

Similar observations can be made for N=4.4�106 /cm2 s and
.2�106 /cm2 s. Consider N=8.2�106 /cm2 s, for which nb
1346 /cm2 �Table 4�. If these bubbles form a 37�37 array on the

quare heater, one finds l�270–385 �m. Then the smallest diam-
ter at which bubbles are more likely to be punctured would lie
pproximately between 85 �m and 140 �m, agreeing with d

p
*

125 �m for N=8.2�106 /cm2 s. Similarly, for N=4.4
106 /cm2 s, the bubbles form a 32�32 array, with the smallest

ubble to be hit lying within 105–171 �m, agreeing with d
p
*

175 �m from simulation results. As discussed above, bubbles
re punctured more frequently and at an earlier stage of their
rowth as N is increased. As a result of increasing N, smaller
ubbles remain to be punctured, leading to a decrease in d

p
*.

Cross examination of the results from Table 4 further reveals
he dominant role of secondary nuclei. Consider nb, for example.
he result of Table 4 indicates that while nfix was increased from
/cm2 to 500 /cm2, nb changed less than 1% and are approxi-
ately 670 /cm2, 1000 /cm2, and 1350 /cm2, respectively, for N
2.0�106 /cm2 s, 4.4�106 /cm2 s, and 8.2�106 /cm2 s. This

uggests that nearly all surface nuclei were punctured and were
eplaced by secondary nuclei, whose number is insensitive to the
urface temperature. Therefore, nfix=0 is further justified in the
imulation and the array may well represent up to 500 random
ocations while affecting the simulation results by less than 1%, as
iscussed earlier.

Dynamics of Bubble Merging. Consider the case of N=2.0
106 /cm2 s, which yields nsec=2.0�106 /cm2 s for Csec=1. A

napshot for this case �as in Fig. 3� would produce nb
670 /cm2 bubbles on the heater �see Table 4�. For this case, the

umber of bubbles punctured per second �np� is approximately
64,000 /cm2 s �shown in Table 4�, less than 2.0�106 /cm2 s. This
uggests that many bubbles merge before they are punctured and
hat slightly more than half �57%� of the droplets do not land on
ubbles to cause them to rupture. For N=4.4�106 /cm2 s and
.2�106 /cm2 s, np�2.15�106 /cm2 s, and 4.40�106 /cm2 s, re-
pectively �Table 4�; approximately half of the impinging droplets
o not cause puncturing.

It is interesting to note from Table 4 that as N is quadrupled
rom 2.0�106 /cm2 s to 8.2�106 /cm2 s, nb only doubles from
64 /cm2 to 1346 /cm2. Increasing N by a factor of 4 �and thus
ncreasing nsec by the same factor� leads to a more crowded field
f bubbles. This leads to more merging according to Eq. �7�, and
higher probability of a droplet puncturing according to Eq. �6�

nd also a higher probability of a droplet impinging upon multiple
ubbles. This may help to explain why quadrupling N only ap-
roximately doubles nb.

Mean Bubble Size. With all the bubble activities of growing,
erging, and puncturing, the snapshot such as that in Fig. 3 can be

sed to calculate the mean bubble size �db�. Its values are shown
n Table 4. As N was increased from 2.0�106 /cm2 s to 4.4

106 /cm2 s and to 8.2�106 /cm2 s, db was reduced from
77 �m to approximately 144 �m and to 121 �m, respectively.
his is consistent with results shown in Fig. 6, where the bubble
opulation skewed toward smaller diameters as N was increased.

Effect of Secondary Nucleation on Nucleate Heat Transfer.
t can be seen from Table 1 that for a given value of Csec, increas-
ng N leads to an increase in nb and a decrease in db, dp, and d

p
*,

s a result of more frequent puncturing of bubbles at earlier stages
f growing. As this is associated with an increase in qN� , it can be
oncluded that a large number of small bubbles and their early
emoval, which is achieved by a large value of N, are desirable for
nhanced nucleate heat transfer.

Because d� t1/2, as shown in Fig. 2, the volume scales as t3/2,

eaning that a single bubble removes more heat in the later stages
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of its growth. However, the number of bubbles that can be packed
into the two-dimensional heater surface is proportional to d−1/2

� �t−1/2�2� t−1. It is understood that as bubbles grow in size to
touch each other, they merge and the number of them decreases
with time. Therefore, the amount of heat transferred from the
heater surface due to nucleation is proportional to t3/2t−1� t1/2. The
rate of the heat transfer from the heater surface is the derivative of
t1/2, which is t−1/2�1 /d.

Conclusions
The simulation model properly captured the experimental

trends of nucleate heat flux and was extended to predict the dy-
namics of bubble and droplet interactions. The predicted results
include the following:

1. The values of nb and db increase and decrease, respectively,
with an increase in N. Nucleate heat transfer is enhanced
with an increasing number of bubbles with decreasing
bubble size, which can be achieved by increasing N.

2. The values of nb are not sensitive to the number of surface
nuclei. This is attributed to the large values of N in the
simulation, which entrains large numbers of secondary nu-
clei. The contribution from surface nuclei to the nucleate
heat transfer is overwhelmed by the secondary nuclei.

3. dp and d
p
* decrease with an increase in N due to the in-

creased puncturing frequency and bubble removal at an in-
creasingly earlier stage during bubble growth. Bubble merg-
ing frequency increases with N, as more secondary nuclei
are packed on the heater surface.
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Nomenclature
A � heater area

Csec � number of secondary nuclei generated per
spray droplet �dimensionless�

d � bubble diameter ��m or m�
d* � bubble diameter for peak P�d� ��m or m�
db � mean bubble diameter ��m or m�
dp � mean bubble diameter when punctured ��m or

m�
d

p
* � mean bubble diameter when punctured for

peak P�dp� ��m or m�
F � random function of locations �see Eqs. �1�–�3��
f � temporal function �see Eqs. �1�–�3��

i , j ,k ,m � integers
l � distance between the center of two adjacent

bubbles ��m or m�
N � droplet flux �=nv� �1 /cm2 s�
n � droplet number density �1 /cm3�

nb � bubble density �1 /cm2�
nfix � bubble density due to surface nucleation

�1 /cm2�
nm � number of bubbles merged per unit area per

unit time �1 /cm2 s�
np � number of bubbles punctured/terminated per

unit area per unit time �1 /cm2 s�
npd � number of bubbles punctured/terminated per

unit area during a time step �1 /cm2�
nsec � generation rate or flux of secondary nuclei

�1 /cm2 s�
q 2
� � heat flux �W /cm �
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qN� � nucleate heat flux �W /cm2�
P � probability density function �1 /m�
R � bubble radius ��m or m�

Rd � ratio of distance from the center of droplet
impingement to the perimeter over which sec-
ondary nuclei are distributed to the droplet
radius

Tw � surface temperature �°C or K�
t � time ��s or s�

X � location of bubble or droplet impingement �see
Eqs. �1�–�4��

v � droplet velocity �cm/s or m/s�
�t � simulation time step ��s or�
�b � bubble lifetime ��s or s�
�w � waiting time ��s or s�

ubscripts
d � droplet

fix � surface nuclei
sec � secondary nuclei
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Flow Boiling in Minichannels
Under Normal, Hyper-, and
Microgravity: Local Heat Transfer
Analysis Using Inverse Methods
Boiling in microchannels is a very efficient mode of heat transfer since high heat and
mass transfer coefficients are achieved. Here, the objective is to provide basic knowledge
on the systems of biphasic cooling in mini- and microchannels during hyper- and micro-
gravity. The experimental activities are performed in the frame of the MAP Boiling
project founded by ESA. Analysis using inverse methods allows us to estimate local flow
boiling heat transfers in the minichannels. To observe the influence of gravity level on the
fluid flow and to take data measurements, an experimental setup is designed with two
identical channels: one for the visualization and the other one for the data acquisition.
These two devices enable us to study the influence of gravity on the temperature and
pressure measurements. The two minichannels are modeled as a rectangular rod made up
of three materials: a layer of polycarbonate ���0.2 W m�1 K�1� used as an insulator, a
cement rod ���0.83 W m�1 K�1� instrumented with 21 K-type thermocouples, and in
the middle a layer of Inconel® ���10.8 W m�1 K�1� in which the minichannel is en-
graved. Pressure and temperature measurements are carried out simultaneously at vari-
ous levels of the minichannel. Above the channel, we have a set of temperature and
pressure gauges and inside the cement rods, five heating wires provide a power of 11 W.
The K-type thermocouple sensors enable us to acquire the temperature in various loca-
tions (x, y, and z) of the device. With these temperatures and the knowledge of the
boundary conditions, we are able to solve the problem using inverse methods and obtain
local heat fluxes and local surface temperatures on several locations. The experiments
are conducted with HFE-7100 as this fluid has a low boiling temperature at the cabin
pressure on Board A300. We applied for each experiment a constant heat flux �Qw
�33 kW m�2� for the PF52 campaigns (Parabolic Flights). The mass flow rate varies in
the range of 1�Qm�4 g s�1 and the fluid saturation temperature �Tsat� is 54°C at
Psat�820 mbars. �DOI: 10.1115/1.2953306�

Keywords: convective flow boiling, microchannel, microgravity, inverse methods, trun-
cated S.V.D., local heat transfer coefficient
Introduction

On convective boiling in microchannels, studies are limited and
nder investigation Kandlikar �1�. Unsteady flows and flow boil-
ng instabilities are related to the confined effects on bubble be-
avior in the microducts. Yan and Kenning �2� observed high
urface temperature fluctuations in a minichannel with hydraulic
iameter of 1.33 mm. Surface temperature fluctuations �1–2°C�
re caused by gray level fluctuations of liquid crystals. The au-
hors evidenced a coupling between flow and heat transfer by
btaining the same fluctuation frequencies between the surface
emperature and two-phase flow pressure fluctuations. Kennedy et
l. �3� studied convective boiling in circular minitubes of 1.17 mm
iameter and focused on the nucleate boiling and unsteady flow
hresholds using distilled water. They obtained these results ex-
erimentally analyzing the pressure drop curves of the inlet mass
ow rate for several heat fluxes. Qu and Mudawar �4� found two
inds of unsteady flow boiling. In their parallel microchannel ar-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 20, 2007; final manuscript re-
eived March 18, 2008; published online August 8, 2008. Review conducted by
atish G. Kandlikar. Paper presented at the Fifth International Conference on
anochannels, Microchannels and Minichannels �ICNMM2007�, Puebla, Mexico,
une 18–20 2007.

ournal of Heat Transfer Copyright © 20
rays, they observed either a spatial global fluctuation of all the
two-phase zones for all the microchannels or anarchistic fluctua-
tions of the two-phase zones: overpressure in one microchannel
and underpressure in another. However, it is important to have a
constant mass flow rate at each microchannel entrance. Flow vi-
sualization analysis has previously been realized by Brutin and
Tadrist �5�. They developed a model based on a vapor slug expan-
sion and defined a nondimensioned number to characterize the
flow stability transition. Based on this criterion, they proposed
pressure loss, heat transfer, and oscillation frequency scaling laws.
These characteristic numbers allow us to analyze quite well the
experimental results. It highlights the coupling phenomena be-
tween the liquid-vapor phase change and the inertia effects.

It is of interest to further understand these instabilities. Indeed,
two-phase and boiling flow instabilities are complex, due to phase
change and the presence of several interfaces. To fully understand
the high heat transfer potential of boiling flows in microscale’s
geometry, it is vital to quantify the heat transfer occurring in the
microchannel. To perform this, analysis is made up by using an
inverse method, which allows us to estimate the local heat coef-
ficient. In the past few years, it has appeared that the resolution of
inverse heat conduction problems could be applied to many indus-
trial applications when the direct measurement of the fluxes or the

heat sources is impossible, for instance, because the direct mea-

OCTOBER 2008, Vol. 130 / 101502-108 by ASME
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urement would impair the accuracy of the searched variable or
ecause the sensor would not survive on a boundary exposed to a
evere environment.

In our configuration, the use of inverse methods is essential
ince it is impossible to place a thermocouple on the surface of the
tudied minichannels without disturbing the established flow. The
irect problem in heat conduction consists in the resolution of the
undamental heat transfer equation in order to calculate the tem-
erature variations in time and space. From the point of view of
he experiments, in most cases the numerical solutions of the di-
ect problem are compared to experimental values in a validation
rocedure. The resolution is inverse when one of the conditions
ecessary to solve the direct problem is missing. For instance, we
an find some inverse problems devoted to the estimation of ther-
al parameters, unknown initial or boundary conditions �here the

ocal heat transfer coefficient�, and unknown heat source terms.
he latter problems are called inverse heat conduction problems

IHCPs�.
For IHCP resolution, the measurements are necessary to esti-
ate the unknown parameters or functions. Such a procedure is

ased on an inverse formulation of the classical scheme “causes
effects.” The latter is an ill-posed problem in the sense of Had-

mard �6�; actually, the obtained solution is highly sensitive to
easurement errors and in some cases the obtained solution might

e nonunique. This means that the experimental design and the
ssociated measurement procedure are the main factors in the
uality of the results. In this paper, we will present a multidimen-
ional IHCP, which consists of the unknown boundary condition
sing data measurements. For the IHCP related to unknown
oundary estimation, the main variable is the heat flux history
pplied on a surface unsuited to direct measurement. Of course in
ome simple geometries, it is possible to apply some analytical
ethods but most of the time a numerical method has to be ap-

lied to cope with transient multidimensional problems.
An alternative to finite element method �FEM� is the boundary

lement method �BEM�, which permits a direct connection be-
ween the measurements and the unknown boundary condition.
his method is described in detail by Brebbia et al. �7� and ap-
lied by some authors for IHCP resolution �8–11�. Compared to
he FEM, BEM gives a direct solution of the IHCP replacing the
sual iterative process with the resolution of a linear system. One
onsequence of using a Green function as the weighting function
* is that the calculation code does not require any internal mesh
ut allows the computation of singularities as internal points and
oint heat sources. Because of these particularities, BEM is well
dapted to cope with internal measurements provided by thermo-
ouples and surface measurements obtained by infrared thermog-
aphy. Here, the use of inverse methods will enable us to estimate
he local heat transfer and more especially the local heat transfer
oefficient. Actually, we do not find in literature some examples of
D inverse problems using BEM �12,13� and also FEM �14,15�
sing the adjoint method. None of them use real experiments.
owever, the main difficulties for inverse problem are their ill-
osed problem character. As a consequence, the solution might
ecome unstable considering measurement errors. In order to ob-
ain a stable solution, we use some regularization procedures;
ere, we used the truncated singular value decomposition �SVD�
ethod.
For this purpose, an experimental rack has been designed to

bserve flow patterns depending on the mass flow rate. With re-
ard to applications, the expected results will contribute to the
evelopment of microgravity models for heat transfer coefficients
nd pressure loss. The fluid flow is temporally stored in the com-
ressible volume �damper�. When the minichannel pressure loss is
oo high and when the pressure in the buffer is higher than the

inichannel pressure loss, the fluid is reinjected. A constant mass
ow rate condition is considered in front of the buffer. We applied

−2
or each experiments a constant heat flux �Qw=33 kW m �. The

01502-2 / Vol. 130, OCTOBER 2008
mass flow rate varies in the range of 1�Qm�4 g s−1 and the
fluid saturation temperature �Tsat� is 54°C at Psat=820 mbars.

The objective of this paper is to acquire better knowledge of the
boundary conditions that influence the two-phase flow and the
local heat transfer in the minichannel. The expected results will
contribute to the development of microgravity models and create a
database for convective boiling in minichannels and microgravity
conditions, which is necessary to elaborate future two-phase sys-
tems on board space vehicles and stations. In this line, this paper
aims to complete the actual studies by analyzing and explaining
the phenomena of heat transfer suitable in minichannels during
microgravity. The original feature of this experiment consists in
providing new results for local heat transfer using an inverse
method coupled with experimental data.

2 Conception

2.1 Description of the Experiment. For safety purposes, the
main experiment is kept inside a confinement box, where we store
the fluid needed to perform the experiments during the flight. The
rack is divided into four areas: the confinement box, the material
storage zone below it, the visualization zone with Computer 2,
and the loop control zone with Computer 1. The entire fluid loop
is inside the confinement box in order to avoid any fluid leakage
inside the cabin during microgravity. The heating system is com-
posed of a small cement rod of dimensions 16�10�70 mm3

with five heating wires �0.4 mm diameter�. The cooling system is
made using Peltier elements with heat sinks and the investigated
fluid is HFE-7100. It is chosen for its many advantages: This fluid
has a low boiling temperature �54°C at 835 mbars� and a low
latent heat of vaporization �20 times less than water�, and is com-
patible with almost all materials. Channels �Fig. 1� with three
hydraulic diameters are investigated: 0.49 mm �6�0.254 mm2�,
0.84 mm �6�0.454 mm2�, and 1.18 mm �6�0.654 mm2�. The
width of the channel is kept constant to allow comparison of the
influence with regard to the thickness.

The channels are engraved in a thin Inconel® plate �2�16
�70 mm3� to obtain a measurable temperature gradient under the
heating surface needed in the use of the inverse methods. A trans-
parent polycarbonate cover plate is used to close the geometry and
to perform the flow visualization. Two preheaters are used to
warm up the fluid to 2°C below its saturation temperature. Pres-
sure measurements are acquired at 133 Hz to allow observation of
nonstationary flow. Fluid temperatures are also acquired at this
frequency, and the gravity level is given by an accelerometer.
Flow visualization is performed using a Photron® FastCam.

2.2 Dimension of the Minichannel. The dimensions are as
follows: 50 mm long, 6 mm width, and 254 �m deep �Fig. 2�.
Above the channel, there is a series of temperature and pressure
sensors and inside the cement rod, 21 thermocouples �of Chromel-
Alumel type� are located at a height of 9 mm and are also distrib-
uted lengthwise �1 mm under the minichannel�, as shown in Fig.
3. These K-type thermocouples �140 �m diameter� are used to
measure the temperatures of the cement rod at several locations
under the minichannel heating surface. To observe the influence of
gravity on the flow and the behavior of the convective boiling,
two instrumented test tubes are embarked during the parabolic
flights: one for the visualization using a high speed camera and
the other one for the data acquisition using thermocouples and
pressure gauges. They make it possible to check the influence of
gravity on the temperature and pressure measurements for three
levels of gravity: terrestrial gravity �1g�, hypergravity �1.8g�, and
microgravity ��g�.

3 Sensitivity Analysis and Inverse Problem

3.1 Overdetermined Problem. The inverse problem de-
scribed in this paper �21 temperature measurements to inverse� is

an underdetermined problem �9�: it presents fewer equations than
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nknowns. In other words, there is not enough information in the
ystem, and this lack of temperature measurements is increased in
his case. Indeed, let us suppose that some of the sensors are
roken during the process: it is not possible to recover these mea-
urements. The number of equations �one per sensor� is no longer
1 and must be brought down to a lower number. It is thus nec-
ssary to deal with this problem by increasing the number of
easurements. We transform the inverse underdetermined prob-

em in order to have an overdetermined inverse problem. We use
he property that our geometrical model has a symmetry axis in
he cross section �x ,z�: Each thermocouple measurement is thus

Fig. 1 Coupling of the two rods use
ichannel is used for measurements a
tion…. The thermocouples are locate
sure gauges on top of it.

Fig. 2 Top view of the minichannel
ichannels are engraved in the Incon

site to x.

ournal of Heat Transfer
duplicated by taking the symmetrical one from a preset mirror
axis according to y. As a result, we obtain 42 �21�2� measure-
ments, which are not all independent �see Fig. 4�.

3.2 Noises and Locations. The main point is to identify the
parameters that affect the solution of our inverse problem. To
perform this task, we test the following:

1. the influence of the noise with regard to thermocouples’ tem-
peratures on the surface minichannel temperature

uring parabolic flights „the left min-
the right minichannel for visualiza-

long the minichannel and the pres-

ss-sectional components. The min-
late. The gravity direction is oppo-
d d
nd

d a
cro
el p
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2. the influence of the estimation error on thermocouples’
locations

For the first step, we inverse the thermocouples’ temperature by
dding some Gaussian noise to the measurements. We compare
hen it with two profiles: one obtained without noise and the other
ne obtained by solving a direct problem. First results show that
he direct and the inverse profile obtained without noise are simi-
ar �Fig. 5�, which means that our numerical model is well
dapted. A second result highlights that the noise of our measure-
ent has an influence on the resolution process. Indeed, there is a

ifference around 4°C in some sections of the curves that change
he estimated value of the local coefficient �Eq. �5��. Second, we
est the influence of the location of the thermocouples. Actually,
he locations of the sensors are given using pictures that were
aken before we cast the cement rod. During this process, the
oordinates of the thermocouples may have changed so that it can
nfluence the solution. From our study, we assume that there is no
nfluence of the location with the �x ,y� location since the heat
ransfers are located on the z-axis. It is on this axis that we have to

Fig. 3 Front view of the minichanne
see the five heating wires and the se
in circles.

Fig. 4 Doubling of the sensors. W

couple trough the x-axis and pass from

01502-4 / Vol. 130, OCTOBER 2008
estimate the sensitivity to the location errors. In order to calculate
the influence, we change the coordinates of the sensors by shifting
the coordinates ��0.5 mm and �0.75 mm�. Then, we inverse the
modified temperature profile and compare the result to the original
one.

Figure 6 highlights the fact that the z-coordinate is a critical
parameter since the different profiles present important variations
from one to another. Compared to the original profile, we obtain
some differences of 6°C. This variation is very high and causes
some instability in our numerical solution. As the sensitivity of the
solution to measurements is high, theses errors will have to be
well estimated.

3.3 Meshing. We studied the convergence meshing for sev-
eral cases. We made a first meshing with N elements �N=184�
then we double it �2N, 4N, and 6N� and compare with a direct
simulation �boundary conditions known� the solution for each
meshing. When we put side by side the heat flux and the wall
temperature on the minichannel for each mesh, we observe that
the profiles for 2N elements and N elements are the same. This

ross-sectional components. We can
al thermocouples weld represented

opy the symmetrical weld thermo-
l c
ver
e c

21 thermocouples to 42.
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esult validates the fact that the N meshing is well adapted for the
D model �in Fig. 7�. Moreover, using the 2D analysis, we mesh
nly domains �cement-Inconel� and we found the same solution
ith the three domains meshed �cement-Inconel-Polycarbonate�.
hese two results validate the assumptions concerning the bound-
ry conditions of the system �the polycarbonate has no influence�
s well as the step of the meshing �N is sufficient�. We made the
ame convergence meshing study for the 3D model �Fig. 8�.

3.4 Inverse Heat Conduction Problem With BEM. The in-
erse problem under investigation deals with the resolution of
HCP �16�, where we want to estimate the unknown boundary
onditions on the modeled minichannel. The numerical scheme
sed here is based on the BEM. BEM is attractive for our inverse
roblem resolution because it provides a direct connection be-
ween the unknown boundary heat flux and the measurements
thermocouples�. The other advantage of the BEM is to take into
ccount singularities such as point line heat sources or internal
oints �thermocouple� without domain mesh. In the case of linear
eat conduction, the solution can be obtained by solving a linear
ystem of simultaneous equations without any iterative process.

Fig. 5 Influence of the thermocoup
dicted wall

Fig. 6 Influence of the error estima

cations on the surface temperature

ournal of Heat Transfer
3.5 Boundary Condition Estimation. As N� is the number
of domain � interior points given here by the thermocouples and
N the number of boundary elements on our rod, the system has got
�N+N�� equations. The number of unknowns, noted M, is a func-
tion of the boundary conditions applied on the different elements
of 	 �Fig. 9�. Namely, for element 	i, we have at least one un-
known per element for the following boundary conditions:

1. first kind condition for which heat flux 
i is unknown and
temperature �i is imposed

2. second kind condition for which temperature �i is unknown
and heat flux 
i is imposed

3. third kind condition 
i= f��i�

The elements, for which we have one equation, where the
boundary condition is missing, let appear two unknowns. The only
way to solve the fundamental heat transfer equation is to find
some extra information, provided by measurements. In our case,
we have interior measurements, given by thermocouples. They
enable us to solve the problem and to calculate local heat flux and

’ noise measurements on the pre-

induced by the thermocouples’ lo-
les
tion
OCTOBER 2008, Vol. 130 / 101502-5
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ocal surface temperatures along the minichannel with the knowl-
dge of the boundary conditions. This estimation procedure con-
ists in inversing the temperature measurements under the min-
channel in order to estimate the local boiling heat transfer
oefficient h�x�, knowing the local heat flux and the local surface
emperatures ��surface, Tsurface�. Those functions of space are the
esults of the inverse problem. The estimation of the solution is
btained using the BEM as the solution of the following optimi-
ation problem:

T̂surface,�̂surface = arg�min��Tmod − Tmeas��� �1�

In this last expression, the vectors Tmeas and Tmod, respectively,
epresent the vector of temperature measurements and the vector

Fig. 7 2D meshing of the minichann
due to the adiabatic condition on the
domains, the cement rod and th
engraved

Fig. 8 3D Inconel meshing—only th
the elements are connected with eac
seven parts in order to have good
couples located in the cement rod. W

mocouples to have significant gradient

01502-6 / Vol. 130, OCTOBER 2008
of the calculated temperatures. The unknown factors ��surface,
Tsurface� are obtained by minimizing the difference between mea-
surements and a mathematical modeling. Taking into account the
specificity of formulation BEM, this minimization is not obtained
explicitly but done through a function utilizing a linear combina-
tion of the measurements. This formulation leads to a system of
simultaneous equation

AX = B �2�

In this last equation, A is a matrix of dimension ��N+N��
�M�, X the vector of the M unknowns including ��surface,
Tsurface�, and B a vector of dimension �N+N�� gathering a linear
combination of the data measurements and the contribution of the

the three domains are meshed but
lycarbonate; we work with only two
nconel where the minichannel is

aces are meshed with the BEM. All
ther. The minichannel is divided into
orrespondence with three thermo-
ave then for each mesh, three ther-
el—
po

e I
e f
h o

c
e h
to solve the inverse problem.
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eat sources. If M =N+N�, we obtain a square system of linear
quation but most of the time we have M �N+N� and has more
quations than unknown �see Sec. 3�: Our system presents 270
quations for 255 unknown factors �overdetermined system�. A
olution can be found by minimizing the distance between vector

X and vector B. In order to find out an estimation X̂ of the
nknown exact solution X, we have to solve the optimization
roblem using a cost function �Eq. �3��. Assuming that the differ-
nce between AX and B can be considered as distributed accord-

ng to a Gaussian law, we can find X̂ solution of the matricial
ystem in the meaning of the least squares. Using this last prop-
rty leads to the ordinary least squared solution as follows:

X̂ = arg�min��AX − B�2�� �3�

AX̂ = B �4�

As As a result, the estimated vector X̂ contains all the estimated

urface temperatures �T̂surface� and the surface heat flux ��̂surface�,
o that we can calculate the local boiling coefficient ĥ�x� in the
inichannel knowing the saturation temperature of the liquid

Tsat� as follows:

ĥ�x� =
�̂surface�x�

T̂surface�x� − Tsat

�5�

Actually, the inverse heat condition problem is ill posed and
ery sensitive to the measurements errors. Thus, we observe for

he system numerical resolution instabilities of the solution X̂ with
egard to the measurement errors introduced into the vector B. As
consequence, we need to obtain a stable solution of this system

y using regularization tools such as the truncated SVD solution
17� or Tikhonov regularization method �18–20�. We propose in
he following paragraph an example of regularization procedure,
hich can be applied. In order to smooth the solution, we used in
ur study the truncated SVD solution.

3.6 Troncature Using SVD (Singular Value
ecomposition). The regularization of an inverse problem con-

ists in adding information to improve the stability of the solution
ith regard to the measurement noise and/or to select a type of

olution among all those possibilities. The ill-conditioned charac-
er of matrix A results in the presence of low singular values.
hey are a consequence of linear dependent equations: indication

Fig. 9 The problem of the unknown
ternal points „42 thermocouples… and
the heat flux density on the minichan
tion and two unknowns.
f a strong correlation between the unknown factors. Actually, the

ournal of Heat Transfer
SVD method makes it possible to deal with 3D inverse problem
where the mesh is structured, i.e., the pavements of the elements
do not have all the same surfaces and thus the same sensitivity
�Fig. 8�. This property increased the ill posedness of the problem.
Indeed, the solution is much more unstable when the space dis-
cretization is refined. This singular behavior is due to the fact that
the conditioning number of the linear system �see Sec. 3.7� is a
function of the power of the meshing step.

In our problem, the truncated SVD method consists in remov-
ing the too small singular values that affect the stability of the
system in order to find one solution among several, which best
fits. It can seem contradictory to improve the system by removing
equations and thus information: The suppression of the equations
involves a reduction in the rank of our system and consequently
an increase in the space of the plausible solutions. However, the
action of removing these equations improves the stability because
it deliberately removes the equations that disturb the solution.
Matrix A can be built into a product of square matrices �U and V
are orthogonal matrices and W is the diagonal matrix of the sin-
gular values wj� as follows:

Â = UWVT

�6�

X̂ = �V diag� 1

wj
	UT	B

A is ill conditioned when some singular values wj→0�1 /wj

→�. As a result, the errors are increased. By using SVD, W−1 is
truncated from the too high �1 /wj�.

W = 

w1 ¯ ¯ 0

] � ]

] � ] 0

] �

0 ¯ ¯ ¯ wn

� �7�

The truncated matrix can be built up as in

Wt = 

w1 ¯ ¯ 0

] � ]

] � ] 0

0 ¯ ¯ wp � �8�

oundary conditions. We have N� in-
want to obtain the temperature and
boundary where we have one equa-
b
we

nel
0
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The estimate solution vector X̂t is a function of the new trun-
ated matrix Wt

−1 as follows:

X̂t = �UTWt
−1V�B �9�

We observe a smoothing of the solution like in the regulariza-
ion method by modifications of the functions to be minimized
for example, see Ref. �18��. However, it is necessary to explain
ow is carried out the choice of the ignored singular values. There
s a “criterion” making it possible to quantify the balance between

stable solution and low residuals: the condition number. It is
efined by the ratio of the highest to the weakest of the singular
alues of matrix A. All the singular values lower than a limit value
re eliminated. The numerical procedure can be found in the
APACK �21�. This technique requires the use of a threshold, which
llows the choice of values to be canceled. The level of truncation
s determined by the technique known as the L-curve �17�.

3.7 L-Curve Analysis. The obtained solution X̂ depends on
he best truncated value selected by the user. To avoid entering
xtremes and losing information, a tool called L-curve is intro-
uced to estimate the correct condition number. The goal is to
race on a logarithmic scale the norm of the solution on the norm

f the residuals �AX̂−B� �Fig. 10�. The optimal value is in the
ollow of the L where the best compromise is between stable
esults and low residuals �on the distinct corner separating the
ertical and the horizontal part of the curve�. It is around this
orner that we find the best compromise. Thus, this value makes it
ossible to define the truncation level and the number of condi-
ioning associated. In our problem, this value is around 107, which
s very high and illustrates the ill posedness of our problem.

Results Concerning Heat Transfer

4.1 Boundary Reduction. The modeled system was made up
f three domains. According to our 2D study, we consider only
wo domains: the cement and the Inconel. We made this choice
imply because the polycarbonate had no influence on the studied
one �adiabatic condition�. A variation in the different coefficients
n the edge of the device does not change the output temperature
rofiles �Fig. 11�. Concerning the thermal conduction, we work

Fig. 10 The L-curve approach appli
the bend of the L where the best com
low residuals „on the distinct corner
tal part of the curve…. It is around this
we find the best compromise.
ith a cement rod to have a significant temperature gradient nec-

01502-8 / Vol. 130, OCTOBER 2008
essary for the inversion and as we work in a stationary state, we
did not take into account the accumulation term due to the heat
capacity.

4.2 Processing. The following results were obtained during
the PF52 CNES flight. The inversion of the temperature measure-
ments is made for an x-coordinate. The local boiling coefficient

ĥ�x� is calculated as a function of the heat flux and the wall
temperature according to Eq. �5�. The profiles obtained are made
up of seven points, as shown in Fig. 13. Indeed, as the system is
very resistive, the assumption of an isolated system �adiabatic� is
correct since a variation in the different coefficients on the edge of
the device does not change the output temperature profiles. It is
thus reasonable not to model the polycarbonate. A direct result is
that the system is no longer overloaded. The computing time is
shorter and the matrix containing the parameters of the meshing is

to the BEM. The optimal value is in
omise is between stable results and
arating the vertical and the horizon-
rner at the maximum curvature that

Fig. 11 Boundary conditions. According to our study, we con-
sider only two domains: the cement and the Inconel. We made
this choice simply because the polycarbonate had no influence
on the studied zone „adiabatic condition…. A variation in the
different coefficients on the edge of the device does not
ed
pr

sep
co
change the output temperature profiles.
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f a smaller size. This saving of time and space �smaller rank of
atrix� is significant since the matrix is ill conditioned �any action

ecreasing its component count is beneficial�. Moreover, within
he framework of our next studies concerning a nonstationary
tate, this simplification will be useful because during the reso-
ution, the matrix is calculated every other second and requires
ignificant resources for calculations �allowance of a great range
f memory�.

4.3 2D Analysis. For the 2D approach, we cut the minichan-
el into seven sections. The choice of this cutting is due to the fact
hat our model is optimized so that we want to obtain seven values
f the heat flux and the wall temperature on the minichannel.
mong these seven cross sections, only five are directly below the

tudied zone. The two others, located at x=5 mm and x=65 mm,
re not useful to us in the 2D model since they describe positions,
espectively, exceeding the minichannel. Nevertheless, their pres-
nce is necessary because they characterize the transfers on the
dges. Moreover, to be able to take into account the 21 sensors
uplicated along the bar, it is necessary to align them 3�3 for
ach portion in order best to fit our model. The error introduced is
inimized since the disparity between the sensors, noted as d, is

ery low compared to the overall length L of the minichannel
d /L�0.1�. The bar is thus cut into seven parts and on each part
e have six sensors �described in Sec. 4.4�.
As we work on different sections of the bar, it is necessary that

hey contain the inversed information. However, the cutting can-
ot contain the real locations of the thermocouples. An additional
tep is required to bring the sensors to the edges of the cutout
ections. Their grouping is done by translating the three closer
and their symmetrical� next to the section �see Fig. 12�. It is then
ecessary to repeat this operation for the seven sections with vari-
us values of x. The various x-positions are as follows �x
10,15,25,35,45,50,55�. Then, the local heat transfer coeffi-
ient is calculated �Fig. 13� as a function of the heat flux and the
all temperature related to Eq. �5�. The profiles obtained are made
p of seven points corresponding to the couples �x � �10; 60�; y
8; z=11.8�, which are independent of each other.
A first result validating the use of the inverse methods is the

Fig. 12 Grouping of the sensors by
tions of the bar, it is necessary that
However, the cutting cannot contain
and the temperatures. An additional
the edges of the cutout sections. Th
three closer „and their symmetrical…
act that the wall temperature is higher than the saturation tem-

ournal of Heat Transfer
perature �Tsat=54°C�, which is in agreement with the fact that the
liquid boils. Moreover, the rising temperature profile is coherent:
It confirms the overheating due to the vapor pockets, which are
visible on the edge of the minichannel. To conclude, this 2D ap-
proach mades it possible to validate the assumptions concerning
the boundary conditions of the system as well as the step of the
meshing. However, considering the geometry of the minichannel,
it seems more logical to work with a 3D model, which shows the
real influence of the thermocouples and particularly the diffusive
effects.

4.4 3D Analysis. This 3D study presents the results obtained
in normal gravity during the PF53 ESA flight campaign. The in-
terest of 3D modeling lies in the fact that it is better adapted to the
geometry of the problem since in our case the longitudinal effects
intervene. However, the conditioning number is higher �because
of the denser meshing�, which accentuates the ill-posed character
of the system. It is thus necessary to pay particular attention to the
regularization of the solution, which is much more unstable than
in two dimensions. The temperature profiles obtained in the min-
ichannel are in agreement with the inversed values of the thermo-
couples. As regards the surface flow, the power injected by the
heating wires equals to 11 W minus losses �delivered by the heat-
ing wires�. In the cement, the power is 10.8 W and in the Inconel
10.3 W. All the power delivered by the heating wires in the ce-
ment rod are transmitted to the upper surface in contact with the
Inconel and pumped directly via the minichannel.

The lost power is used to heat the surrounding air �about
0.7 W�. The cement temperature is of the same order of magni-
tude as the profile of the inversed temperatures �approximately
70°C� and in the Inconel the temperature is higher than the satu-
ration temperature of the boiling fluid �Tsat=54°C�. Indeed, in the
cement rod, the temperature distribution is high on the edges and
low on the top surface �Fig. 14� because the heat is pumped by the
minichannel. Moreover, concerning the heat flux, all the power of
the heating wires are injected into the minichannel, which vali-
dates the choice of the materials �the total power of the heating
wire is well pumped by the minichannel due to the low heat con-
ductivity of the cement�. However, on the edges of the minichan-

ction. As we work on different sec-
y contain the inversed information.
real positions of the thermocouples

p is required to bring the sensors to
grouping is done by translating the
t to the section.
se
the
the
ste
eir
nel, the estimation of the flux presents significant variations in
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pite of the regularization tools. This result is mainly due to the
rrors contained in the thermocouples, which cannot be corrected
ere. The profiles of the wall temperature and heat flux �Fig. 15�
re less accurate to those evaluated in the 2D model. Indeed, the
recision of the 3D model is greater especially in the evaluation of
he transfers. Furthermore, with regard to the transfer coefficient,
ts profile is different �higher values� from that in two dimensions
ince we take into account the diffusive effects of the rod. This
eads to a modification of the values of the flux especially on the
dges of the minichannel. Indeed, there are much instabilities here
ue to edge effects.

4.5 Influence of Gravity on Heat Transfer. To analyze the
ow boiling heat transfer coefficient profile, the measurements are
ontinuously taken at three gravity levels. The differences induced
y gravity level on the heat transfer coefficient are obtained using
he data of parabolic flights for three ranges; corresponding to �g,
g, and 1.8g levels. The local heat transfer coefficient in Fig. 16 is
igher in the inlet minichannel. This is in agreement with the
nalysis of the recorded movies, which highlights that on the min-
channel inlet the flow has a low percentage of insulated bubbles.

Fig. 13 Profile of the heat transfer
along the minichannel obtained w
=0.45 g s−1, �=0.66…. The sharp dec
minichannel is due to the edge effec
the 2D model.

Fig. 14 3D temperature distribution inside

on top in the cement surface because the hea

01502-10 / Vol. 130, OCTOBER 2008
The more significant the sizes of the bubbles are, the larger is the
surface of the superheated liquid is. Besides, concerning the mi-
crogravity phase, the results present variations by ratio to the ter-
restrial gravity and the hypergravity, which evidence an influence
of the gravity level on the confined flow boiling. During the phase
of microgravity, at the inlet of the minichannel �x=12 mm�, the
heat transfer coefficient is higher with a value around
5500 W m−2 K−1 in comparison with the 1.8g and the 1g, where it
is equal to 3500 W m−2 K−1.

Furthermore, as soon as the vapor completely fills the pipe, the
heat exchange strongly decreases because there is no more phase
change �Fig. 17�, only heat transfer through the vapor �heat insu-
lator�. The study of the transfers confirms a higher heat transfer
coefficient at the inlet minichannel during the phase of micrograv-
ity. This is due to the decrease in size of the vapor bubbles. In Fig.
17, the local quality increases along the main axis from the inlet to
the outlet of the channel. This result is in good agreement with the
temperature profile we have on the boundary minichannel since at
the outlet the temperature is higher. Second result shows that the
evolution is not linear because in our case the heat flux density is

fficient h and the wall temperature
a 2D model „Qw=32 kW m−2, Qm

se at the inlet and the outlet of the
which are not taken into account in

e cement rod. The temperature decreases
coe
ith
rea
ts,
th

t is pumped directly to the minichannel.
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ot constant. Indeed, the heat flux calculated on the wall min-
channel varies around 2%. This result is explicit at the inlet min-
channel where we observe a short decrease since the error esti-

ation is higher around these points. Besides, at the outlet
inichannel, the local vapor quality �x=60 mm� tends to reach a

alue corresponding to the outlet vapor quality.
Another result shows that the heat transfer coefficient decreases

long the x length in the flow direction. Whatever the choice of
ravity, as soon as the vapor occupies the whole of the minichan-
el, the boiling coefficient falls strongly to reach a level that char-
cterizes a kind of heat transfer with only a vapor phase. Concern-
ng the temperature profile �Fig. 15�, the temperature in the

inichannel increases according to x �increase around 30°C–x
15 mm, T=62°C and x=60 mm, T=92°C�. This phenomenon

ranslates a heating at the origin of convective boiling �formation
f the bubbles�. First point, the results in terrestrial gravity and
ypergravity are similar �less than one degree of difference�. Sec-
nd, in microgravity, we notice a variation of 4°C �a value higher

Fig. 15 Local wall temperature and lo
=32 kW m−2, Qm=0.26 g s−1, �=0.26… depen

Fig. 16 Local heat transfer coeffici
−2 −1
„Qw=32 kW m , Qm=0.26 g s , �=0.26

ournal of Heat Transfer
than uncertainties of measurements�. Concerning the heat flux, it
remains constant except at the inlet and outlet of the minichannel
since we have edge effects in these two zones.

5 Conclusions and Perspectives
In this study, we highlighted the influence of gravity on con-

vective boiling in minichannels. The microgravity generates vapor
pocket structures, which fill the width of the minichannel and the
heat transfer coefficient is locally higher. Consequently, we can
assume that �g influences the appearance of the vapor bubbles
whose size varies depending on parameter g. In the case of hy-
pergravity, a classical bubble structure is observed. The analysis
of temperature as a function of parameter g evidences that gravity
has an influence on the flow. However, as the profiles of the tem-
peratures of the thermocouples do not present enough variations
�difference of less than 1°C between the temperatures at hyper-
gravity and microgravity�, in the future it will be important to

heat flux along the minichannel „Qw
g on the gravity level

as a function of the main flow axis
cal
din
ent

…
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etermine their precise locations. For the inverse methods, the
ensors induce too many disturbances and accentuate the ill-posed
haracter. In our case, the temperatures cannot be evaluated with-
ut taking into account the relative error due to the accuracy of the
easurements �noise� and to the position of the thermocouples

z-axis�. These uncertainties lead to clear variations in the solution
nd particularly in the surface heat flux. It has been also shown
hat combined application of the known measurement errors leads
o substantial errors in our numerical calculation. One solution
ould be to use an X-ray tomography of our cement rod in order

o estimate with accuracy the exact locations of the thermocouples
nd the heating wires. Besides, an additional issue would be to
dd infrared �IR� measurements while painting the lower face of
he cement in black and placing a camera directly below.
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omenclature

ymbols
A � matrix
B � right hand vector
X � vector of the unknowns

U ,V � orthogonal matrices
W � diagonal matrix
T � temperature, K
h � local heat transfer coefficient, W m−2 K−1

Qw � heat flux density, W s−2

Qm � mass flow rate, kg s−1

ndices
mod � model

Fig. 17 Local vapor quality as a
=32 kW m−2

… depending on the mass
points. The profiles increase from t
observe that the final point correspo
a way to validate our results. The er
meas � measurements

01502-12 / Vol. 130, OCTOBER 2008
sat � saturated

Superscript
ˆ � estimated variable

Subscript
i , j � heat flux, temperature indices

Greek Symbols
� � heat flux, W m−2

� � heat conductivity, W m−1 K−1

	 � boundary of the domain
� � diffusive domain
� � temperature on the boundary, K
� � vapor quality
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Experimental Study of a Curved
Rotating Heat Pipe
A curved rotating heat pipe for use in motor and generator applications is studied
experimentally. The heat pipe is built so that both the condenser and evaporator sections
are parallel to the axis of rotation. The condenser section is close to the axis of rotation
while the evaporator section can be placed in contact with off-axis heat sources in the
rotating machine. The geometry is achieved by incorporating an S-shaped curve between
the on-axis rotating condenser section and the off-axis revolving evaporator section. The
curved rotating heat pipe allows for a direct coupling of the rotating condenser section to
an on-axis stationary refrigeration system, while allowing the revolving evaporator sec-
tion to intercept off-axis heat sources in the rotating machine. An experimental rotating
heat pipe test apparatus was built and operated. The test data indicate that the working
fluid continued to circulate, resulting in heat transfer with a high effective thermal con-
ductivity, with the curved rotating heat pipe operating under the influence of centrifugal
accelerations approaching 400g. Furthermore, the experimental results were used to
validate a heat pipe thermal model that can be used in the design of rotating machines
that rely on the curved rotating heat pipe as part of the thermal management system.
�DOI: 10.1115/1.2953303�

Keywords: experimental heat transfer, rotating heat pipe, revolving heat pipe
Introduction
On-axis rotating heat pipes have been used extensively to cool

he heat generating components in a variety of rotating machines
1,2�. In a typical on-axis rotating heat pipe, the working fluid,
hich is a two-phase liquid-vapor mixture, is confined in a sealed

ylindrical container rotating about the longitudinal axis. At suf-
ciently high rotation speeds, the liquid phase of the working
uid, under the action of the centrifugal force, forms a thin liquid

ayer against the outer wall of the heat pipe container. When the
vaporator end of the heat pipe is heated, a portion of the liquid
hase vaporizes at the liquid-vapor interface. A difference in pres-
ure, in the vapor phase, created by a temperature difference be-
ween the evaporator and condenser ends of the heat pipe, is used
o drive the vapor flow through the adiabatic section and into the
ondenser. In the condenser section, a portion of the vapor con-
enses at the liquid-vapor interface as heat is rejected to the heat
ink. A pressure difference between the condenser and evaporator
ections, in the liquid phase, is then used to drive the liquid flow
rom the condenser toward the evaporator. In on-axis rotating heat
ipes, a variable thickness liquid film, and the resulting hydro-
tatic head caused by the rotation, provides the pressure difference
or liquid return to the evaporator. This liquid return mechanism
an also be augmented by tapering the outer container, from small
iameter at the condenser endcap to larger diameter at the evapo-
ator endcap, or by including a porous wick structure in the rotat-
ng heat pipe. For most on-axis rotating heat pipes, the only sig-
ificant thermal resistances are for radial heat transfer across the
hin liquid films in the condenser and evaporator sections �3�.

In applications where heat sources are located at some radial
istance from the axis of rotation, designs have been suggested
sing radially rotating and revolving heat pipes �4,5�. In the radi-
lly rotating heat pipe, the longitudinal axis of the heat pipe is
erpendicular to the axis of rotation, with the evaporator section
arthest away from the axis and the condenser section close to the
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AL OF HEAT TRANSFER. Manuscript received August 10, 2007; final manuscript re-
eived March 13, 2008; published online August 8, 2008. Review conducted by

ouis C. Chow.

ournal of Heat Transfer Copyright © 20
axis. This orientation allows for the centrifugal force to be used
for liquid return to the evaporator. The longitudinal axis of the
revolving heat pipe is parallel to, but displaced from, the axis of
rotation, so that the evaporator can be placed in direct contact with
off-axis heat sources.

A curved rotating heat pipe that combines many of the features
of rotating, radially rotating, and revolving heat pipes is studied
here. The heat pipe geometry is shown in Fig. 1. The heat pipe
consists of an on-axis rotating condenser section, an S-shaped
transition section, and an off-axis revolving evaporator section.

A cross-sectional view of the heat pipe is shown in Fig. 1�b�.
The heat pipe uses an annular gap composite wick structure. The
presence of the annular gap wick structure allows the heat pipe to
be used in stationary operation �with no rotation�. The unique
geometry of the heat pipe allows the evaporator section to be in
contact with heat sources that are located at some distance from
the axis of rotation, while the condenser section can be easily
coupled to an on-axis heat sink.

Using the curved heat pipe shown in Fig. 1 in applications
where off-axis heat sources must be cooled offers many advan-
tages when compared to the use of conventional rotating and re-
volving heat pipes. For example, in the case of large-diameter
superconducting rotating machines operating at cryogenic tem-
peratures, external heat in leak, which occurs at the periphery of
the machine, is a significant portion of the total heat load that
must be removed from the machine. To ensure proper operation,
this heat load must be removed from the machine both when the
machine is rotating and when the machine is stationary �for ex-
ample, during cooldown periods� �6,7�. While the evaporator sec-
tion of a revolving heat pipe could easily be placed in contact with
the off-axis heated components of a rotating machine, coupling
the eccentrically rotating condenser section to a stationary on-axis
heat sink can be difficult. The on-axis condenser section of a
rotating heat pipe, on the other hand, could more easily be
coupled to a heat sink. Coupling the evaporator section of the
rotating heat pipe to the off-axis heat sources, however, often
requires longer conduction heat transfer paths though solid com-
ponents of the machine, raising the operating temperature of the
machine’s components well above the temperature of the heat

sink.
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Both the liquid and vapor phases of the working fluid in the
urved rotating heat pipe are subjected to significant rotation in-
uced acceleration loads during rotating operation, which may
nterrupt the circulation of the working fluid in the heat pipe.
dditionally, we found that fabricating the long, small-diameter
eat pipe with an annular gap wick structure was a significant
echnical challenge. For these reasons, a series of experiments
ere performed with the heat pipe, both in rotating and nonrotat-

ng operation, �1� to determine whether the flexible annular gap
ick structure would meet performance expectations in stationary

nd low-speed rotating operation, �2� to ensure that the working
uid continues to circulate with the heat pipe operating at rotation
peeds typically encountered in motors and generators, and �3� to
alidate a thermal model of the rotating heat pipe. The design and
onstruction of the heat pipes and a rotating test apparatus are
escribed in Sec. 2, along with a description of the data collected
uring the experiments and an estimation of the experimental un-
ertainties. In Sec. 3, data are presented for the heat pipe operating
n both stationary �nonrotating� and rotating operation. Compari-
ons of the rotating heat pipe data to the thermal model are dis-
ussed in Sec. 4. Finally, conclusions are given in Sec. 5.

Experimental Setup

2.1 Experimental Hardware. The heat pipes used through-
ut the experiments were fabricated from a 1.27 cm �0.5 in.� out-
ide diameter, 0.089 cm �0.035 in.� wall thickness copper tube.
efore bending into the curved configuration shown in Fig. 1,
ach heat pipe had a straight length of 140 cm �55 in.�. The cy-
indrical wick was made from two layers of 200�200 mesh stain-
ess steel screen wound on 10 mm �0.393 in.� diameter mandrel to
orm the annular gap wick structure shown in Fig. 1.

Before inserting the wick into the heat pipe container, the ef-
ective pore radius of the wick was measured by immersing the

ig. 1 The curved rotating heat pipe. The layout of the rotating
eat pipe in „a… shows the on-axis rotating condenser section
nd the off-axis revolving evaporator section, while the cross-
ectional view in „b… shows the annular gap wick structure.
ylindrical wick structure in a methanol bath and pressurizing the

01601-2 / Vol. 130, OCTOBER 2008
interior vapor space with nitrogen gas until vapor bubbles were
observed breaking through the wick. The nitrogen pressure in the
vapor space was measured and was used to calculate an effective
pore radius of 44 �m ��3 �m� for the wrapped annular gap wick
structure. This value compares well to the 42 �m expected pore
radius for the screen �8�.

After bubble testing, the wick structure was inserted into the
heat pipe container and the outer container was bent twice to form
the curved configuration, with a radial distance of 24 cm �9.5 in.�
between the off-axis evaporator and the on-axis condenser. After
bending, the heat pipes were first evacuated and then filled by
pulling a known volume of liquid methanol into the heat pipe. For
the results reported here, each heat pipe was charged with 15.7g
��0.4g� of methanol working fluid.

A substantial rotating test apparatus, which allows for simulta-
neous testing of two rotating heat pipes, was designed, built, and
safety approved. The configuration of the test apparatus is shown
in Fig. 2. A 5 hp variable speed motor is used to drive a 1.8 m
�6 ft.� long, 7.6 cm �3 in.� diameter solid steel shaft, on which the
rotating heat pipes and a G-10 support structure are mounted, up
to 1200 rpm. 46 cm �18 in.� of each heat pipe at the off-axis
evaporator ends, which are in contact with the G-10 support struc-
ture, are heated with tape heaters that supply up to 200 W. The
condenser sections are cooled in a stationary water bath with wa-
ter circulated by a chiller. Measurements taken throughout the
rotating tests include the power into the tape heaters, the con-
denser bath temperature, and six temperatures at locations in the
condenser, curved adiabatic, and evaporator sections.

Temperatures along the length of the heat pipes are measured
using type K thermocouples that are recorded using two eight
channel remote data loggers �9�. The manufacturer’s reported
overall instrument error for the calibrated thermocouples and data
loggers is �1.2 K. Point calibration tests were performed with the
data loggers and thermocouples to further quantify the uncertainty
in the temperature measurements. The thermocouples were im-
mersed in an ice-water bath and in boiling water. Data were taken
every 10 s from all eight thermocouples for 20 min, giving a
sample size of 960 readings. Both the ice-water and boiling water
tests showed normal frequency distributions, with the boiling wa-

Fig. 2 The experimental apparatus used to test the rotating
heat pipes. A picture is shown in „a… and a solid model of the
components mounted to the frame is shown in „b….
ter test having the largest standard deviation. A band of �0.5 K,
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orresponding to a 99% ��3 standard deviations� confidence in-
erval for the boiling water test, is used as an estimate of the
emperature measurement uncertainty throughout the experimen-
al study.

2.2 Experimental Uncertainties. Two major sources of un-
ertainty in reporting the test results for the rotating heat pipe in
he test apparatus have been identified. Temperature values along
he length of the heat pipe and temperature differences between
wo locations on the heat pipe are reported. As was mentioned in
he previous section, all individual thermocouple readings are as-
umed to have an uncertainty of �0.5 K. Additionally, heat trans-
er rates are reported. The maximum value of the heat transfer rate
nto the evaporator section is given by the power dissipated in the
esistance heater. The heater resistance and voltage drop across
he heater are measured with a multimeter, allowing for a calcu-
ation of the maximum heat transfer rate to within 1%. The major
ource of uncertainty in the heat transfer rate into the heat pipe is
ue to heat loss through the insulation and G-10 supports. A con-
ervative �high� estimate of the conduction loss has been made by
ssuming that the outer surfaces of the insulation and G-10 in
ontact with the evaporator and adiabatic sections are at room
emperature, and that the surface temperature of the heat pipe is
qual to the temperature of the evaporator. These calculated val-
es are used as an estimate of the uncertainty in reporting the heat
ransfer rate.

Uncertainties for results calculated from the measured values
re determined with standard formulas for uncertainty propagation
i.e., the Kline–McClintock second power law� �10�.

Heat Pipe Test Data and Comparisons to a Heat
ipe Thermal Model

3.1 Heat Pipe Thermal Model. An extensive numerical
odel of the rotating heat pipe has been developed �3�. The model

s based on a two-dimensional �symmetry about the longitudinal
xis� finite-difference model of laminar liquid flow coupled to a
ne-dimensional model of vapor flow in a rotating heat pipe.

In the finite-difference calculation of the liquid flow, liquid is
llowed to either fill the annular space between the wick and the
uter wall of the heat pipe, or the liquid can form a variable-
hickness liquid film against the wall of the heat pipe. In this way,
he model can predict the performance of rotating heat pipes with-
ut a wick structure as well as heat pipes with an annular gap
ick.
With the annular gap full of liquid, the thermal model calculates
pressure difference �as a function of axial length� supported by

he annular gap wick. If, at any axial location, the pressure differ-
nce supported by the annular gap wick exceeds the maximum
apillary pressure difference that can be supported by the wick,
he model predicts a dryout failure of the heat pipe. This pressure
alance calculation is typically how stationary heat pipes are mod-
led �11,12�.

For the heat pipe rotating at high speed and with liquid forming
variable-thickness liquid film, the thermal model calculates

iquid-film thickness as a function of axial length in the heat pipe.
n most models of rotating heat pipes, simplified forms of the
overning equations, referred to as a Nusselt-type film flow analy-
is, are applied to the liquid layer �13,14�. In the Nusselt-type film
ow analysis, acceleration in the liquid flow �axial� direction is

gnored and both convection and diffusion are ignored in the
ross-stream direction. Rather than solving simplified versions of
he governing equations in the liquid flow, the heat pipe thermal

odel used here solves the full discretized Navier–Stokes and
nergy equations, subject to the appropriate free-surface boundary
onditions, in the liquid layer. To model the liquid flow, we found
hat the axial acceleration terms must be included because as the
iquid flows through the S-shaped curve in the curved rotating
eat pipe, the orientation of the centrifugal force changes, causing

n acceleration of the liquid. In the analysis, the liquid and vapor

ournal of Heat Transfer
flows are treated separately, and a coordinate transformation and
mapping procedure is used to determine the varying location of
the liquid-vapor interface when the liquid forms a film on the wall
of the heat pipe. The coordinate transformation and the method
used for application of the free-surface boundary conditions have
been extensively used and tested in previous investigations of
free-surface flows �15–17�. After calculating the liquid layer
thickness, the heat pipe thermal model then calculates temperature
differences in the heat pipe by considering thermal resistances
across the liquid films in the evaporator and condenser sections.

The thermal model described above has been validated by com-
paring the predictions for a stationary �nonrotating� heat pipe to
results generated by another extensively benchmarked heat pipe
design code �12�. Additionally, straight on-axis rotating wickless
heat pipes were simulated and the results were compared to pre-
vious analyses �13,18�. For the numerical predictions presented
here, discretization errors have been assessed and minimized us-
ing the grid convergence index �GCI� method �19�.

The verified and validated heat pipe thermal model was used to
simulate the performance of the curved rotating heat pipe shown
in Fig. 1 in both stationary and rotating operation. Parametric
studies with the heat pipe thermal model show that the curved
rotating heat pipe operates in two distinct operating regimes de-
pending on the magnitude of the rotation speed and the centrifugal
force acting on the liquid �3�. Specifically, in stationary operation
and at low speed, the annular gap wick is full of liquid and is used
for liquid return to the evaporator section. However, as the rota-
tion speed is increased, the centrifugal forces, which assist liquid
return to the evaporator, overwhelm the capillary forces generated
by the porous wick. At high rotation speed, the liquid is forced out
of the wick and forms a thin variable-thickness liquid film along
the wall of the heat pipe and the excess liquid is forced into the
evaporator section.

Additionally, from the thermal model we find that at high rota-
tion speeds, radial heat transfer across the liquid film in the evapo-
rator is significantly affected by buoyancy-driven convection. The
heat pipe thermal model includes a number of buoyancy-driven
convection correlations for bottom-heated liquid layers �in the re-
volving heat pipe evaporator, the centrifugal force pushes the liq-
uid into the heated wall� �20,21�.

3.2 Stationary Tests. Stationary �nonrotating� tests were per-
formed with the heat pipes in the rotating test apparatus to ensure
that the heat pipe would perform as expected. For these long
�140 cm�, small-diameter �1.3 cm� heat pipes with the annular
gap wick, the numerical model suggests that the capacities of the
heat pipes are limited by the capillary limit.

The results of the stationary tests in the rotating apparatus are

Fig. 3 Stationary dryout tests with the heat pipes installed in
the rotating test apparatus
shown in Fig. 3, where the dryout data are compared to predic-
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ions from the thermal model. The data compare well �within
2%� to the model predictions of the capillary limit �assuming a
ore size of 44 �m in the numerical simulations, which was de-
ermined in the methanol-immersion pore size test�, indicating
hat the wick structure was not damaged during assembly or bend-
ng of the heat pipes.

3.3 Low-Speed Dryout Tests. Low-speed tests ��
100 rpm� were performed to determine how the capillary limit

s affected by the centrifugal force. For the heat pipe with the
ff-axis evaporator section, the centrifugal force helps with liquid
eturn to the evaporator. The capillary limit, therefore, should in-
rease with increasing rotation speed. The results of the low-speed
est with a condenser set point of 25°C are shown in Fig. 4. The
ata point for the 0 rpm case is taken with the heat pipe operating

Fig. 4 Low-speed dryout tests

Fig. 5 Example data file for a rotating te

temperature of 25°C

01601-4 / Vol. 130, OCTOBER 2008
in 1g gravity assist with the evaporator 24.1 cm below the con-
denser. The centrifugal acceleration, �2dmax, where dmax
=24.1 cm is the distance from the axis of rotation to the off-axis
evaporator section, increases as the rotation speed is increased.
For �2dmax /g�2, the data indicate that the capillary limit for the
rotating heat pipe is less than the capillary limit for the nonrotat-
ing heat pipe with 1g gravity assist. Recognizing that gravity is
superimposed on the rotating heat pipe allows for an explanation
of this behavior. At the top of the rotation cycle �with the evapo-
rator above the condenser� and with �2dmax /g�2, the net accel-
eration assisting liquid return is less than 1g, resulting in a capil-
lary limit lower than the 1g gravity assist case. With the current
experimental setup, the capillary limit could not be found after the
rotation speed was increased beyond 100 rpm due to the limitation
on the maximum power that could be supplied to the heat pipe
��200 W�.

3.4 High-Speed Test Data. Although performance limits
could not be determined at high rotational speeds, temperatures
along the length of the heat pipe were measured while varying the
rotational speed and heat load. The rotational speed was varied
from 210 rpm to 1170 rpm and the heat load was varied from
38 W to 198 W. An example data file is shown in Fig. 5.

The high-speed test data in Fig. 5 indicate that as the rotation
speed is increased to 1170 rpm, no performance limitations are
reached, and the working fluid continues to circulate in the rotat-
ing heat pipe. At the highest rotation speed �1170 rpm�, the effec-
tive thermal conductivity of the heat pipe is approximately
150 kW /m K. Furthermore, the figure shows that as the rotational
speed is increased from 210 rpm to 550 rpm, the temperatures in
the adiabatic and evaporator sections decrease. This temperature
decrease indicates that the excess liquid, which in a nonrotating
horizontal heat pipe is swept to the condenser section by the

with a 150 W heat load and a condenser
st
Transactions of the ASME
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ounter flowing vapor, is being redistributed into the evaporator
y the centrifugal force leading to a tighter coupling of the con-
enser section to the heat sink.

As shown in Fig. 5, TC3 measures the heat pipe wall tempera-
ure at the entrance to the evaporator section, while TC4 measures
he temperature in the adiabatic section. Therefore, the tempera-
ure difference, TC3−TC4, is representative of the radial tempera-
ure difference across the evaporator liquid film. The measured
emperature difference across the liquid film in the evaporator
ection �TC3−TC4� for the heat pipe rotating up to 1170 rpm is
hown in Fig. 6. The figure shows that the temperature difference
cross the liquid film in the evaporator increases with rotation
peed at low ��420 rpm� speed, then decreases as the rotation
peed is increased. The data from these tests with increasing
eater power are collapsed to a single curve, shown in Fig. 7, by
valuating the thermal conductance �G=Q /�T� across the liquid
lm. As the temperatures differences in Fig. 6 would suggest, at

ow rotation speed, the conductance decreases with increasing ro-
ation speed. The decrease in thermal conductance across the liq-
id film in the evaporator is caused by the redistribution of liquid
n the heat pipe due to the centrifugal force. As the excess liquid
harge drains from the condenser into the evaporator, the liquid
lm in the evaporator becomes thicker, decreasing the conduc-

ance. Once the rotation speed �and centrifugal force� is large
nough to force all of the excess liquid into the evaporator
�420 rpm�, further increases in rotation speed result in an in-

ig. 6 Measured temperature difference across the evaporator
iquid film for the rotating tests. All uncertainties are the same
s the 38 W case.

ig. 7 Conductance across the liquid film in the evaporator
ection of the rotating heat pipe. The 74 W case gave the larg-
st „dashed… error bar and the 198 W case gave the smallest

solid… error bar when calculating the conductance.

ournal of Heat Transfer
creased thermal conductance across the liquid film. The increase
in thermal conductance is likely due to an increase in the Nusselt
number in the liquid film as the centrifugal force and Rayleigh
number are increased.

From the conductance values shown in Fig. 7, the scaling be-
tween Nusselt number and Rayleigh number for the liquid film in
the evaporator can be approximated. Assuming that the fluid prop-
erties are constant, the Rayleigh number increases as �2�T. Tak-
ing ��2�T�min and Gmin as the values from the 420 rpm data
points, the ratios G /Gmin and ��2�T� / ��2�T�min are representa-
tive of Nu /Numin and Ra /Ramin, respectively, for the data points
with a rotation speed greater than 420 rpm. This relationship is
shown in Fig. 8. The figure indicates a power law relationship
with an exponent of 0.2. Similar power law relationships have
been suggested for buoyancy-driven convection in rotating boilers
and in the evaporator sections of on-axis rotating heat pipes
�20,21�, as well as in laminar and turbulent natural convection in
bottom heated cavities �22�. This observation would suggest that
heat transfer across the liquid film in the evaporator section is
influenced by buoyancy-driven convection.

4 Comparing Experimental Results to the Rotating
Heat Pipe Model

The experimental results for heat transfer across the liquid film
in the evaporator section and predictions from the rotating heat
pipe thermal model discussed in Sec. 3.1 are compared in Fig. 9.
The simulations qualitatively capture the behavior of the heat
pipe. In particular, both model and experimental results suggest

Fig. 8 Nusselt number for heat transfer across the evaporator
film in the rotating heat pipe

Fig. 9 Comparing measured temperature difference across
the evaporator liquid film to the numerical model. Model predic-

tions are shown as lines and experimental data as points.

OCTOBER 2008, Vol. 130 / 101601-5
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hat increases in rotation speed and decreases in heat transfer rate
educe the temperature difference across the liquid film in the
vaporator section. Additionally, the slopes of the curves gener-
ted by the model are close to those observed in the experiments,
uggesting that the model properly predicts the transition from
peration with the wick full of liquid and the free-liquid flow
egime and the associated redistribution of the working fluid. The
odel results, however, are overly conservative �that is, predicting

igher temperature differences across the film for a given heat
ransfer rate�.

The comparisons shown in Fig. 9 indicate that the model pre-
icts lower heat transfer coefficients across the liquid film in the
vaporator than are observed in the experiments. As discussed in
ec. 3.1, the liquid flow was assumed laminar and two dimen-
ional �symmetry about the longitudinal axis� in the development
f the numerical heat pipe model. Additionally, the effects of
ixed convection, due to the liquid flow from the condenser to the

vaporator, on the heat transfer coefficient in the evaporator were
gnored. As we discuss below, these simplifying assumptions may
ontribute to the low estimates of the heat transfer coefficient in
he evaporator section produced by the model.

4.1 Mixed Convection and Turbulence in the Liquid.
hen calculating the heat transfer coefficient in the evaporator,

he heat pipe model ignores the presence of mixed convection in
he liquid film by using a Nusselt number correlation for pure
uoyancy-driven convection. A considerable amount of work has
een done to assess the effect of buoyancy on forced convection
etween horizontal parallel plates �23,24� and in horizontal tubes
25,26�. Nusselt numbers for these mixed convection cases are
alculated from the well-known formula for mixed convection, in
eneral �27�,

Nun = NuF
n + NuN

n �1�

here subscripts F and N represent Nusselt numbers for pure
orced or natural convection, respectively, and n=3 is suggested
o provide a best fit to the experimental data �24,25�. The relative
mportance of buoyancy to forced convection is assessed with the
atio Gr /Re2, where the liquid film Reynolds number is based on
he average velocity in the liquid layer and on the liquid layer
hickness in the evaporator. Film Reynolds numbers developed in

Fig. 10 Comparing heat transfer c
beled „measured… were measured h
ments performed here, and data lab
from the heat pipe thermal model d
bars are for the 74 W data and the 1
otating heat pipes are typically very low ��100� because of the

01601-6 / Vol. 130, OCTOBER 2008
low flow rates required and the small film thickness. As a conse-
quence, Gr /Re2� �1 in the evaporator, and natural convection in
the liquid film will dominate. In this situation, the forced convec-
tion component in Eq. �1� can be ignored.

Although the heat transfer coefficient in the evaporator can be
calculated from a natural convection correlation, the transition to
thermal turbulence in the heated liquid film may affect the dynam-
ics of the liquid flow. Although Reynolds numbers in the liquid
film are well below the transition value to induce hydrodynamic
turbulence �13�, as the Rayleigh number in the liquid film in-
creases, the flow can transition due to thermal turbulence �26�.
When calculating the liquid film thickness in the evaporator, the
heat pipe thermal model assumes a laminar liquid flow. If thermal
effects are significant enough to develop a turbulent flow in the
evaporator, the velocity profile and liquid layer thickness will dif-
fer from the values calculated by the laminar flow model.

4.2 Three-Dimensional Pool Flow. The heat pipe thermal
model assumes that the liquid flow is two dimensional, with the
liquid forming a constant thickness annulus around the circumfer-
ence of the heat pipe. In the experiment, however, the centrifugal
force is large enough to overcome the circumferential pumping
force of the porous wick in the off-axis evaporator section �28�.
Therefore, the liquid will be forced to pool into a crescent shaped
liquid layer on the outer wall, and only a portion of the circum-
ference of the evaporator section will be covered with liquid. This
three-dimensional behavior has not been captured in the numerical
model and may explain the discrepancies observed when compar-
ing predictions to the experiments.

When the liquid is forced to pool on the surface of the evapo-
rator, the evaporator section behaves as a revolving heat pipe.
Only a limited number of studies devoted to the heat transfer in
revolving heat pipes have been carried out �4,29–31�. All of these
studies had an experimental component, but only Curtila and
Chataing �30� attempted to characterize the performance of their
revolving heat pipe with a heat pipe model based on a thermal
resistance network. In the model by Curtila and Chataing, the
thermal resistance in the evaporator section of the revolving heat
pipe is crudely estimated by assuming that half of the evaporator
surface is covered by liquid with a boiling heat transfer coefficient
of 2000 W /m2 K. The heat transfer coefficient over the entire

2

ficients in the evaporator. Data la-
transfer coefficients in the experi-

d „calculated… are calculated values
ribed in Sec. 3.1. The dashed error
W error bars are solid.
oef
eat
ele
esc
evaporator surface area is then estimated as 1000 W /m K.
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In Fig. 10, the measured heat transfer coefficients across the
vaporator film from the heat pipe tested here are compared to the
easured heat transfer coefficients reported by Gi and Maezawa

29�. The calculated heat transfer coefficient of Curtila and Chata-
ng and the heat transfer coefficient calculated with the two-
imensional axisymmetric model described in Sec. 3.1, which as-
umes that the liquid is evenly distributed around the
ircumference, are also shown in the figure. The figure clearly
hows that the heat pipe thermal model underestimates the heat
ransfer coefficient in the evaporator section, resulting in the high
stimates of the temperature difference across the evaporator film
hown in Fig. 10. Although the simple correlation provided by
urtila and Chataing does agree with both the experimental data
ollected here and the data of Gi and Maezawa, it does not ac-
ount for the variations in heat transfer coefficient with rotation
peed, fluid charge, working fluid properties, and heat pipe
eometry.

Observations from experiments with rotating �on-axis� heat
ipes at low speed also indicate that the annular flow assumption
sed here would underestimate the heat transfer coefficient when
he liquid forms a pool in the evaporator section �32–34�. These
xperimental studies have shown that when the liquid in the on-
xis rotating heat pipe transitions from pool flow to annular flow,
he heat transfer coefficients in the condenser and evaporator de-
rease by typically an order of magnitude. The numerical model
sed here assumes that, regardless of the rotation speed, the liquid
n the evaporator forms a continuous annulus around the circum-
erence of the heat pipe. Although heat transfer coefficients in the
ool flow regime have been measured, no correlations or theories
re available to use in a design calculation.

The heat transfer coefficient in the evaporator section may also
e enhanced �over the values observed in smooth-walled tubes� by
he presence of the wick. Experimental investigations have found
hat shallow grooves on the inside wall of revolving heat pipes
end to spread the liquid over a larger area and increase the heat
ransfer coefficient �4,35,36�. The screen wick pressed against the
all by the centrifugal force may have the same effect as a
rooved wall.

It is clear from the comparisons of the numerical and experi-
ental results that more work is needed to characterize and quan-

ify the heat transfer in revolving heat pipes and rotating heat
ipes operating in the pool flow regime. The limited data avail-
ble, however, do seem to confirm the presumption that the dif-
erences between the calculated and observed performance for the
eat pipe studied here are in large part due to the three-
imensional nature of the flow in the revolving evaporator section.
urthermore, the comparisons of the heat transfer coefficients in
ool flow and annular flow indicate that by assuming two-
imensional annular flow, the heat pipe thermal model will con-
istently overpredict the temperature difference across the evapo-
ator liquid film.

Conclusions
A curved rotating heat pipe for use in rotating machines has

een developed and tested. The heat pipe allows for a direct ther-
al coupling between an on-axis stationary refrigeration system

nd the off-axis heat generating components in a rotating ma-
hine. The heat pipe uses an annular gap wick structure for sta-
ionary �nonrotating� operation. A prototypical curved rotating
eat pipe operating with methanol working fluid at room tempera-
ure was tested to ensure that the expected performance could be
chieved in stationary operation and that the heat pipe would con-
inue to perform at high rotation speeds. From the experimental
tudies, we found that the working fluid in the curved rotating heat
ipe continued to circulate and did not suggest that a heat transfer
imitation was encountered with rotation speeds up to 1200 rpm
corresponding centrifugal force in the off-axis evaporator section
f nearly 400g� and for heat transfer rates up to 200 W. The data

ollected in the experiments were shown to meet or exceed the

ournal of Heat Transfer
performance expectations predicted by a two-dimensional rotating
heat pipe thermal model �3�, indicating that the numerical model
is conservative and will overpredict the temperature difference
between the heated off-axis evaporator section and the cooled
on-axis condenser section.
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Nomenclature

English
dmax 	 radial distance between the on-axis condenser

and the off-axis evaporator
Fr 	 Froude number, �2dmax /g
g 	 acceleration due to gravity
G 	 thermal conductance

Gr 	 Grashof number
Nu 	 Nusselt number
Q 	 heat transfer rate

Ra 	 Rayleigh number
Re 	 Reynolds number

Greek
�T 	 temperature difference across the evaporator

film
� 	 rotation speed

Subscripts
F 	 forced convection component

loss 	 heat loss
min 	 minimum value

N 	 natural convection component
wall 	 evaluated at the wall of the heat pipe
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High Performance Recuperator
With Oblique Wavy Walls
A series of numerical simulation of the flow and heat transfer in modeled counterflow
heat exchangers with oblique wavy walls has been made toward optimal shape design of
recuperators. The effects of oblique angles and amplitudes of the wavy walls are system-
atically evaluated, and the heat transfer and pressure loss characteristics are investi-
gated. It is found that counter-rotating streamwise vortices are induced by the wavy
walls, and the flow field has been drastically modified due to the intense secondary flow.
By using the optimum set of oblique angle and wave amplitude, significant heat transfer
enhancement has been achieved at the cost of relatively small pressure loss, and the j / f
factor becomes much larger than that of straight square duct or conventional compact
recuperators. When thermal coupling of hot and cold fluid passages is considered, the
heat transfer is found to be strongly dependent on the arrangement of counterflow pas-
sages. The total heat transfer surface area required for a given pumping power and heat
transfer rate can be reduced by more than 60% if compared to the straight square duct.
�DOI: 10.1115/1.2884187�

Keywords: recuperator, heat transfer enhancement, wavy wall, secondary flow, j/f factor
ntroduction
With the increasing demand for high-efficiency energy utiliza-

ion and low environmental impact, small-scale distributed energy
ystems with micro-gas-turbines have attracted growing attention.
ecently, Uechi et al. �1� proposed a conceptual design of a
0 kW hybrid system of a micro-gas-turbine and a solid oxide
uel cell, which gives a power generation efficiency over 65%. It
s shown in their cycle analysis that one of the most important
echnical issues for the system efficiency is to enhance the effec-
iveness of recuperator, which enables the heat recovery for im-
roving the system performance.

Up to now, a number of compact heat exchangers have been
roposed with various types of heat transfer enhancement tech-
ologies �e.g., Refs. �2–4��. Conventional heat augmentation
ethods are roughly grouped into four categories: �1� leading-

dge effect through successive interruption of the thermal bound-
ry layers, �2� vortex generator for offering streamwise vortical
otions, �3� surface roughness for flow separation and reattach-
ent, and �4� modification of primary heat transfer surfaces for

nducing secondary flow. Among them, the former three are
ainly effective for turbulent flows at the cost of relatively large

ressure loss. On the other hand, for the gas turbine recuperators,
he air flow Reynolds number is expected to be in the range of
00–500, when allowable pressure loss penalty is considered.
hus, the most rational way for the heat transfer enhancement in

ecuperators is presumably to employ the primary surface heat
xchanger. McDonald �5� reported that the primary surface heat
xchangers will satisfy the industrial requirements for design sim-
licity, material cost, maintenance cost, etc., and are in practical
se in recuperated turbine systems.

In heat-exchanger passages with modified heat transfer sur-
aces, considerable heat transfer enhancement is attained because
f the change of the streamline curvature and associated second-
ry flow. The cross-corrugated surface, which is called the chev-
on plate, and the wavy-plate-fin type of heat exchangers are

1Present address: Department of Micro System Technology, Faculty of Science
nd Engineering, Ritsumeikan University, Shiga 525-8577, Japan.
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AL OF HEAT TRANSFER. Manuscript received September 27, 2006; final manuscript
eceived July 22, 2007; published online August 7, 2008. Review conducted by Raj
. Manglik.
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widely used in many applications �3,4�. The flow-passage geom-
etry is characterized by sinusoidal wavy surfaces, and the effects
of geometrical parameters and flow conditions on the thermal-
hydraulic performance have been extensively investigated both
experimentally and numerically �6–9�. Recently, other heat ex-
changers with wavy-fin cores �10,11�, cross-wavy �12�, and cor-
rugated undulated surfaces �13� have also been investigated based
on computational fluid dynamics techniques, and fundamental
characteristics of various types of compact heat exchangers have
been accumulated. It is shown by Utriainen and Sundén �14� that
the heat exchanger with cross-corrugated surface is expected to be
more advantageous for the gas turbine recuperators than any other
type of primary surface heat exchangers. However, the optimal
shape of the flow passage, which maximizes the heat transfer at
the cost of minimum pressure loss, has not been obtained even in
the laminar flow regime due to the complexity of heat and fluid
flow phenomena. Furthermore, constant wall temperature or con-
stant heat flux conditions were employed in previous studies, and
the effect of thermal coupling between adjacent flow passages was
not taken into account.

The objectives of the present study are to propose a new design
concept for compact recuperators and to obtain general strategy
for heat transfer enhancement in laminar flows. In the present
work, the flow-passage geometry based on a square duct and
modified with oblique wavy top/bottom walls has been proposed
in order to obtain heat transfer augmentation by deliberate use of
the secondary flow. The heat-exchanger performances are evalu-
ated through a series of numerical simulation of the momentum
and heat transfer in modeled counterflow recuperators. The effects
of oblique angles and amplitudes of the wavy walls upon the
pressure loss and heat transfer characteristics are systematically
investigated. In the present study, we focus on the heat-exchanger
performances of the oblique-wave recuperator, and the thermal
coupling effect between the hot and cold fluid passages.

Recuperator With Oblique Wavy Walls

Recuperator Configuration. Figure 1 shows the surface geom-
etry of the passage with oblique wavy walls over one pitch, and
computational grids with the boundary-fitted coordinate system.

The top and bottom walls of a straight square duct are replaced

OCTOBER 2008, Vol. 130 / 101801-108 by ASME
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ith a pair of oblique wavy walls with the same geometry, while
he left and right walls are kept flat. Surface shapes of the top and
ottom walls are given by the following equation:

yw,top = yw,bottom = − A cos
2�

Lx
�x − z tan �� �1�

here A, Lx, and ��=tan−1�Lx /2���, respectively, denote the height
mplitude, the streamwise length of one pitch, and the oblique
ngle of the wavy walls. Here, � represents the half height of the
traight square duct. The ridge/valley lines of the top and bottom
alls are tilted from the main flow direction, and the angle is

onstant at �. With the top/bottom walls defined by Eq. �1�, the
treamwise pitch Lx is given by Lx=2� tan �. The wall undulation
f the top and bottom walls is parallel to each other, and its dis-
ance is 2�. It is noted that the present flow-passage geometry
onfined with the sidewalls is different from that formed by the
ross-corrugated plates �6–9� or other heat-exchanger passages
reviously proposed.

As shown in Fig. 2, two types of counterflow heat-exchanger
onfigurations with staggered arrangement of hot and cold fluids
re assumed. Each passage is surrounded by oblique wavy walls
nd flat sidewalls. The oblique angles of adjacent passages in Case
are identical in the spanwise �z� direction, while those in Case 2

re the same in magnitude, but opposite in sign. Thus, in Case 2,
he top/bottom walls in the neighboring passages are mirror sym-

etry with respect to the dividing flat sidewalls �see Plane 2 in
ig. 2�. Thermal resistance of the heat conduction in dividing
alls is generally much smaller than that of the heat convection,

nd neglected throughout this study.

Numerical Procedure. The governing equations are the incom-
ressible Navier–Stokes, continuity, and energy equations with
onstant physical properties. The present numerical scheme is
ased on the finite difference method with a generalized coordi-

ig. 1 Surface geometry of the passage with oblique wavy
alls and computational grids with boundary-fitted coordinate
ystem

(a)
Fig. 2 Configurations of modeled counterflow

01801-2 / Vol. 130, OCTOBER 2008
nate system �15�. A second-order finite difference scheme is used
for the spatial discretization with the collocated grid system �16�.
The flow is advanced in time by employing a second-order
Adams–Bashforth scheme and a second-order Crank–Nicolson
scheme for the nonlinear and viscous terms, respectively. The cou-
pling of the velocity and pressure fields is based on the SMAC
method �17�, in which the pressure field is corrected by solving
the Poisson equation to ensure the continuity at every time step.
Air flows with the Prandtl number Pr=0.71 are assumed for both
of the counterflowing fluids. After the velocity field is obtained,
the energy equation is solved by a successive over-relaxation
�SOR� method with the bulk mean temperature being constant at
each inlet. When examining the heat transfer performance of an
isolated passage, isothermal heated walls are assumed.

In the present study, thermal coupling between the neighboring
passages is also considered in order to evaluate their heat-
exchange performances; temperature and heat flux are assumed to
be continuous at the dividing walls, i.e.,

Tw,H = Tw,C, � �T

�n
�

w,H
= � �T

�n
�

w,C
�2�

where n refers to the wall-normal direction. A periodic boundary
condition, similar to that of Patankar et al. �18�, is imposed in the
streamwise �x� direction for both flow and thermal fields. The
dimensionless temperature which satisfies the periodic condition
is described as

��x,y,z� =
T�x,y,z� − Tw,m�x�

Tb�x� − Tw,m�x�
�3�

with the mean wall temperature around the periphery of the duct,

Tw,m�x� =�
�

Twd���
�

d� �4�

and the bulk mean temperature,

Tb�x� =�
Ac

uTdAc��
Ac

udAc �5�

The hydraulic diameter Dh of the duct is defined by its volume
V and the wall surface area As as

Dh =
4V

As
�6�

in order to compensate the change of the heat transfer surface area
and examine the effect of the geometrical change of the surfaces.
The surface extension ratio of wavy ducts for different oblique
angles at A /�=0.25 is tabulated in Table 1. The increase of the
heat transfer surface area from straight square ducts is shown

(b)
heat exchangers: „a… Case 1 and „b… Case 2
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eparately for the wavy surface �top and bottom walls� and the
otal area including the sidewalls.

Unless otherwise mentioned, the Reynolds number Re� based
n the bulk mean streamwise velocity Ub and 2� is set constant at
00, while the Reynolds number Re based on the hydraulic diam-
ter is 170–190 in the case of A /�=0.25 depending on the angle
f the oblique walls. The Fanning friction factor f and the area-
veraged wall shear stress are, respectively, given by

f =
��p/Lx�Dh

2�Ub
2 �7�

nd

�w,m =
1

As
�

S

�wdS =
1

As

Re

1

2
�Ub

2
�

S

�	
�u

�n
�

w

dS �8�

here the pressure loss �p represents the mean pressure differ-
nce between the inlet and outlet of the duct, and n corresponds to
he inward normal direction on the wall. When � is used for the
ength scale, the local wall shear stress is expressed as

�
w
* = �w

�

2Dh
�9�

he heat transfer coefficient and the mean Nusselt number aver-
ged over the wall surface are, respectively, defined as follows:

h =
qw,m

�Tlm
=

1

As�Tlm
�

S

−�

�T

�n
�

w

dS , �10�

Nu =
hDh



�11�

here the logarithmic-mean temperature difference is given by

�Tlm =
Tb�Lx� − Tb�0�

ln�Tw,m�0� − Tb�0�	 − ln�Tw,m�Lx� − Tb�Lx�	
�12�

he local heat flux on the wall is expressed in a nondimensional
orm as

q
w
* =

qw�


�Tin
=

�

�Tin

�− �T

�n
�

w
� �13�

here �Tin corresponds to �Tb,I−Tw� in the isothermal-wall con-
ition and ��Tb,I�H− �Tb,I�C� /2 in the thermal coupling condition,
espectively.

The goodness factor of the present heat-exchanger design is
hosen as

j

f
=

Nu Pr−1/3

f Re
�14�

A uniform mesh is used in the x direction, while nonuniform
eshes with a hyperbolic tangent distribution are used in the y

nd z directions to prepare denser grid points near the wall. The
umber of grid points is 32�37�37 in the x, y, and z directions,
espectively. The grid spacing in each direction is given in Table
. In a straight square duct, the difference of the present compu-
ational results and the analytical solutions �19� is less than 0.3%

Table 1 Surface extension ratio of wavy d

� �deg� 38 45 50

�Ax / �As�0�top,bottom 1.32 1.26 1.22
As / �As�0�=1 /Dh� 1.16 1.13 1.11
oth for the friction factor and the Nusselt number. It is shown in

ournal of Heat Transfer
our grid refinement study that the computational results converge
toward the analytical solution with the observed order of accuracy
2.0, and thus the second-order accuracy of the spatial discretiza-
tion in the present numerical code was confirmed. We have also
examined the effect of the grid number on the computational re-
sults for a wavy duct, as shown in Table 3. The difference between
computed values of fRe and Nu is less than 1%. In the present
simulations, the coarsest grid density is adopted.

The time step �t, nondimensionalized by Ub and �, is 0.01. The
initial flow field is given by the analytical solution in a straight
square duct. Most simulation required about 4000 time steps �t
=40� to reach the steady state, where the convergence criterion
defined by the residual of the continuity equation being less than
10−6 is satisfied. Although unsteady flows can be simulated with
the present numerical method, laminar steady states have been
reached in the Reynolds number range presently investigated.

Results and Discussion

Effect of Oblique Angle. Figure 3 shows the pressure loss and
the friction drag normalized with those in a straight square duct
versus the oblique angle �. Here, the wave amplitude is kept
constant at A /�=0.25. The pressure loss and friction drag charac-
teristics are strongly affected by �. As � decreases, the fRe factor
increases monotonically to �45 deg. When ��45 deg, the
mean pressure drop, i.e., �p /Lx in Eq. �7�, continues to increase,
but the value of Dh decreases considerably for small oblique
angles because of the increase of the surface area. Thus, the fRe
factor, which is proportional to the square of Dh, is maximized at
�45 deg. The friction drag, on the other hand, has a different
tendency with the oblique angle and takes its maximum value at
�55 deg.

Figure 4 shows the mean Nusselt number defined by Eq. �11�
versus �. The Nusselt number also exhibits significant depen-
dency on � and becomes much larger than that in a straight square
duct. Under the isothermal-wall condition, the peak value is 2.2
times as large as Nu in the straight square duct. Note that, since
the increase of heat transfer surface area has been compensated in
Eq. �6�, the net amount of heat transfer rate and pressure loss is

Table 2 Number of grid points with the grid spacing in each
direction „�x is shown for �=1 deg…

�Nx ,Ny ,Nz� �x /� �y /� �z /�

�32,37,37� 1.08�10−1 �4.65–6.10��10−2 �4.65–6.10��10−2

ts for different oblique angles „A /�=0.25…

56 60 66 72 78

1.19 1.18 1.16 1.15 1.14
1.10 1.09 1.08 1.08 1.07

Table 3 Computed values in a wavy wall with A /�=0.25 and
�=60 deg „Re�=200… for different grid densities

Number of grid points
Nx, Ny, Nz fRe Nur NuCase1 NuCase2

32,37,37 1.540 1.936 1.584 1.863
32,73,37 1.547 1.941 1.587 1.865
48,49,49 1.551 1.943 1.590 1.867
uc
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urther increased depending on the geometrical parameters. When
=45 deg, the absolute values of the pressure drop and the heat

ransfer coefficient under the isothermal-wall condition are, re-
pectively, 2.4 and 2.8 times as large as the corresponding ones in
he straight square duct.

Although Nu has its peak at �45 deg under all the thermal
oundary conditions, the maximum value is sensitive to the ther-
al boundary condition; Nu for Case 1 is 22% lower than that for

he isothermal-wall condition. On the other hand, Nu for Case 2 is
nly 5% lower at most. This drastic change can be explained by
he flow and thermal fields in the duct described later. Since the

ean temperature difference defined by Eq. �12� is within 2% for
ifferent boundary conditions, the change of Nu is mainly due to
he change of the wall heat flux averaged over the surface.

Figure 5 shows the j / f factor versus �. Under the isothermal-
all condition, the j / f factor becomes larger than that of the cor-

esponding straight square duct by up to 25%. Although the Nus-
elt number is maximized at �45 deg, the j / f factor has its peak
t �60 deg. This is because the pressure drag, which corre-
ponds to the deviation of fRe over �w, is also very large at �

45 deg due to intense flow separation, as shown in Fig. 3.
herefore, in the present wavy duct, the heat transfer augmenta-

ion with flow separation/reattachment is not effective from the
iewpoint of increasing the j / f factor. On the other hand, the
riction drag is maximized at �60 deg as shown in Fig. 3. It is
onjectured that the wall shear flow has significant contribution to
arge j / f , and this fact is examined later in Figs. 8–10.

Effect of Wave Amplitude. The effects of wave amplitude A
re examined for the oblique angles of �=50 deg and 60 deg.

ig. 3 Pressure loss and friction drag versus the oblique
ngle for Re�=200 and A /�=0.25

ig. 4 Averaged Nusselt numbers versus the oblique angle for

e�=200 and A /�=0.25

01801-4 / Vol. 130, OCTOBER 2008
Figures 6 and 7 show the profiles of fRe, �w, Nu, and j / f factor
under the thermal coupling condition of Case 2. Each quantity is
normalized by that in a straight square duct. With increasing the
wave amplitude, fRe, �w, and Nu are increased monotonically.
The friction drag for �=50 deg is almost the same as that for �
=60 deg, while the total pressure loss for �=50 deg is much
larger than that for �=60 deg. This is due to the increase of pres-
sure drag associated with enlarged flow separation bubble �not
shown�.

As shown in Fig. 7�a�, the Nusselt number for �=50 deg is
larger than that for �=60 deg regardless of the wave amplitude.
On the other hand, it is seen from Fig. 7�b� that the j / f factor has
its peak at A /�=0.20 and 0.25, respectively for �=50 deg and
60 deg. Although no significant difference is observed in the re-
gion of small wave amplitudes, at A /�0.20, the j / f factor for
�=60 deg becomes appreciably larger than that for �=50 deg.
This is because the flow separation becomes less significant with
larger oblique angle of �=60 deg, where the j / f factor character-

Fig. 5 j / f factor versus the oblique angle for Re�=200 and
A /�=0.25

Fig. 6 Pressure loss and friction drag versus the wave ampli-

tude for �=50 deg and 60 deg „Re�=200…

Transactions of the ASME



i
t
w
p
s
e
�

w
s
v
p
F
�
c
e
d
w
v

F
„

F
o
s
„

J

stic is improved. When �=50 deg, on the other hand, the sensi-
ivity of the pressure loss with respect to the wave amplitude,
hich corresponds to the slope of the fRe profile in Fig. 6, is more
ronounced than that of the Nusselt number. In the following
ection, we investigate the detailed mechanism of heat transfer
nhancement in the present heat-exchanger passages, mainly for
=60 deg.

Mechanism of Heat Transfer Enhancement. Hereafter, the
ave amplitude is kept constant at A /�=0.25. Figures 8 and 9

how the wall shear stress vectors on the bottom wall, and the
elocity vectors in the cross-stream planes at different streamwise
ositions with contours of the streamwise velocity. As shown in
ig. 8�a�, the oblique wavy wall induces a flow along the valley
A� and a flow over the hill toward the left wall �B�, which is
aused by the pressure difference across the wavy wall. There
xists a small separation bubble �C� near the left wall. Its size is
ependent on the magnitude of the flow over the hill near the left
all �D�, and increases with decreasing �. The flow along the
alley changes its direction upward by the interaction with the

(a)

(b)

ig. 7 Effect of wave amplitudes on the heat transfer in Case 2
Re�=200…: „a… averaged Nusselt number and „b… j / f factor

(a) (b)

ig. 8 Wall shear stress vectors on the bottom wall projected
nto the x-z plane „Re�=200 and A /�=0.25…. The vector corre-
ponds to „�u /�n ,�w /�n…, nondimensionalized by Ub and �:

a… �=60 deg and „b… �=45 deg

ournal of Heat Transfer
right wall. In combination with the vigorous flow over the hill
toward the low-pressure valley region, a pair of counter-rotating
vortices is formed, as shown in Fig. 9. The magnitude of this
secondary flow induced by the vortices is extremely large, and the
wall-normal velocity reaches up to 25% of the bulk mean velocity.
The high-speed region is shifted to the left wall by the secondary
flow.

Figure 10 shows the streamwise vortices extracted with the sec-
ond invariant of the deformation tensor �20�, defined by �
=ui,juj,i. Its negative value indicates the region where the rotation
of a fluid element exceeds the strain in strength. It is observed that
a pair of vortical structures is formed on the top and bottom walls.
Although the vortex formation mechanism near the top and bot-
tom walls is the same, the vortices are displaced in the streamwise
direction, because the hill/valley of the walls is shifted by Lx /2, as
can be seen in Fig. 10. Figure 11 shows contours of the wall shear
stress on each wall calculated from Eq. �9�. On the top and bottom
walls, the wall shear stress just upstream the ridge of the hill
becomes large. The magnitude of the wall shear stress on the left
wall is considerably larger than that on the right wall, because the
high-speed fluid is shifted to the left side of the duct.

Figure 12 shows the velocity vectors and contours of tempera-
ture in the cross-stream plane at x /�=3.0 under the thermal cou-
pling condition. The thermal fields in two types of counterflow
configurations exhibit appreciably different patterns, depending on
the spanwise allocation of neighboring cold fluids. In Case 1, the
sidewalls having higher heat transfer performances share the left
wall of the central duct. Therefore, the heat transfer is remarkably
enhanced across the dividing wall. On the other hand, the walls
having lower performances share the right wall, and thus the heat
transfer there is markedly deteriorated. In Case 2, each of the

0.5 Ub 0.5 Ub

(a) (b)

Fig. 9 Velocity vectors and isocontours of the streamwise ve-
locity in the y-z planes „Re�=200 with A /�=0.25 and 60 deg…:
„a… x /�=0.43 and „b… x /�=3.0. The contour increment is 0.2Ub.
Refer to Fig. 10 for the streamwise positions.

Fig. 10 Isosurfaces of the second invariant of the deformation
tensor „�<−5.0… for Re�=200 with A /�=0.25 and �=60 deg:

black, streamwise vorticity �x<0; gray, �x>0
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idewalls shares the walls with higher and lower performances in
similar way, so that the total heat transfer is the same on the left

nd right walls. However, in Case 2, contours of the temperature
ear the right wall are located closer to the wavy wall �E�, which
akes the temperature gradient much steeper than in Case 1.
Figure 13 shows wall heat flux distributions on the bottom wall

nder different thermal boundary conditions calculated from Eq.
13�. Under the isothermal-wall condition, distribution of the wall
eat flux is similar to that of the wall shear stress shown in Fig.
1. Therefore, the similarity between the momentum and heat
ransfer holds. On the other hand, the wall heat flux distributions
n Cases 1 and 2 are significantly changed due to the thermal
oupling effect; whereas the heat flux on the bottom wall is de-
reased near the left wall �z /��1�, the heat flux is markedly
ncreased near the right wall �z /�1� if compared with that of the
sothermal wall, which causes the dissimilarity between the wall
hear stress and wall heat flux distributions. The net amount of
eat transfer on the sidewalls is almost the same in Cases 1 and 2,
s shown later. However, in Case 2, the heat transfer is augmented
n broader regions over the top and bottom walls, and this results

ig. 11 Distribution of the streamwise wall shear stress for
e�=200 with A /�=0.25 and �=60 deg
n larger total heat transfer.

01801-6 / Vol. 130, OCTOBER 2008
Reynolds Number Dependency. Figure 14 shows Nu and j / f
for different Reynolds numbers. The performance of conventional
compact heat exchangers, which is derived from the correlations
provided by Utriainen and Sundén �14,21�, is also plotted for
comparison. Here, the data sets for cross-corrugated, cross wavy,
and cross undulated surfaces are extrapolated from available data
�7,12� by using the least squares method. The data for the plate-fin
surface refer to the offset strip fin heat exchanger �1 /10–19.74�,
of which correlations are obtained from Manglik and Bergles �22�.
It is seen that the Nusselt number of the present recuperator is
almost similar to that of the heat exchanger with cross-wavy sur-
faces. On the other hand, the friction factor for the same Nu is
much smaller in the present recuperator. Therefore, the j / f factor
becomes much larger than that of the cross-wavy exchanger, and,
in Case 2, even exceeds the value of cross-corrugated-type heat
exchanger. It is also found that the j / f factor is strongly dependent
on the Reynolds number. When Re�=100, the j / f factor for Cases
1 and 2 remains below the value of the straight duct. The j / f
factor is increased with Re�, but gradually saturated. With the
present duct, the superiority of Case 2 over Case 1 is the most
significant at Re�=200.

Figure 15 shows the heat flux integrated over the bottom and
top walls �denoted by BT� and sidewalls �LR� for different Rey-
nolds numbers. Each quantity is normalized with its correspond-
ing value in a straight square duct. Regardless of the thermal
boundary condition, the contribution of BT to the total heat trans-
fer is larger than that of LR. The amount of heat fluxes on LR is
the largest on the isothermal wall for all the Reynolds numbers

E

E

(b)

(a)

Fig. 12 Velocity vectors and isocontours of temperature under
thermal coupling condition in the y-z plane at x /�=3.0 for Re�

=200 with A /�=0.25 and �=60 deg: „a… Case 1 and „b… Case 2.
The contour increment is 0.1Ã „�Tb,I�H−�Tb,I�C…
examined here. On the other hand, the difference between BT and
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R is increased with increasing Reynolds number. The increase of
eat flux on BT has a dominant contribution to the heat transfer
erformance of the present recuperator. When Re�=100 and 200,
he heat transfer on BT becomes largest under the thermal cou-
ling condition of Case 2. The difference of the heat transfer on
T between Cases 1 and 2 is largest at Re�=200, where the effect
f thermal coupling condition on the overall heat transfer is the
ost significant with the present duct geometry. When Re�=400,

n the other hand, the heat transfer becomes largest under the
sothermal-wall condition.

Figure 16 shows contours of the streamwise velocity and tem-
erature under the thermal coupling condition for Re�=400. At
his Reynolds number, the velocity and thermal fields are altered
y more intense secondary flow than those for Re�=200. It is seen
rom Fig. 16�a� that the velocity contours in the central region of
he duct are distorted drastically toward the left wall. The high-
peed regions near the left wall are split off in the y direction, and
ecome broader above the wavy wall along the z direction �F�.
he mean wall shear stress on the top and bottom walls is in-
reased to about 188% of that of the straight duct, which is 1.5
imes as large as that for Re�=200. Moreover, since high-speed
egions also approach closer to the right wall �G�, the wall shear
tress there is increased significantly. The distributions of the wall
eat flux under each thermal boundary condition exhibit more
imilar patterns than those for Re�=200 �not shown�.

Recuperator Compactness. Finally, the compactness of the
resent recuperator is examined after Cowell �23�. Among various
eat transfer performance indices for evaluating different compact
eat exchangers �e.g., Webb �3��, the net amount of heat transfer
urface area under the fixed pumping power is employed here. It

(b)

(a)

(c)

ig. 13 Distribution of the heat flux on the bottom wall under
ach thermal boundary condition for Re�=200 with A /�=0.25
nd �=60 deg: „a… isothermal heated condition, „b… coupling
ondition „Case 1…, and „c… coupling condition „Case 2…
s assumed that the heat transfer rate Q is achieved at the mass

ournal of Heat Transfer
flow rate ṁ under the effective temperature difference �T. Here-
after, �, cp, and 	 denote the fluid density, specific heat capacity,
and viscosity, respectively. For simplicity, the thickness of the
wall is assumed to be zero, and thus the heat-exchanger frontal
area Afr is equivalent to the heat-exchanger minimum free flow
area.

The total heat transfer surface area As is given by

Fig. 14 Effect of Reynolds numbers on the Nusselt number
and j / f factor with A /�=0.25 and �=60 deg. Reference data for
conventional compact heat exchangers are plotted from the
correlations provided in Refs. †14,21‡.

Fig. 15 Effect of Reynolds numbers on the total amount of
heat flux of the bottom and top walls „BT… and the sidewalls

„LR… with A /�=0.25 and �=60 deg.
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Q
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�15�

here the mean heat transfer coefficient h is expressed from the
olburn heat transfer modulus j as

h =
ṁcp

Afr
j Pr−2/3 �16�

rom the definition of the Reynolds number with ṁ and Afr, the
ydraulic diameter Dh is expressed as

Dh =
Afr	

ṁ
Re �17�

y using Eq. �17�, the total volume of the heat exchanger V and
he pumping power P are, respectively, rearranged as follows:

V =
As

4
Dh =

As

4

Afr	

ṁ
Re �18�

nd

P = f
2L

Dh

ṁ3

�2Afr
2 = f

2Lṁ4

	�2Afr
3 Re

�19�

y substituting Eqs. �15� and �16� into Eq. �18�, the length of the
eat exchanger L can be written as

L =
V

Afr
=

Q	 Pr2/3

4ṁ2cp�T

Re

j
Afr �20�

he length L for a given Q and P is deduced by eliminating Afr
rom Eqs. �19� and �20�, and finally expressed as

L2 =
Q3	2 Pr2

32ṁ2cp
3�T3�2P

f Re2

j3 �21�

or a given Q and P, the first term of the right-hand side of Eq.
21� is kept constant with constant fluid properties. Moreover, As
s proportional to L for a given Afr. Therefore, for a constant
eynolds number, the amount of heat transfer surface area com-
ared to that of the straight square duct can be derived as

As

�As�0
=

L

L0
=

1

j/j0

1
�j/f/�j/f�0

�22�

ee Ref. �23� for further information in deriving such indices
ased on the number of heat transfer units Ntu.

In Fig. 17, contours of the heat transfer surface area given by
q. �22� is shown as a function of the j and j / f factors for Re�
200. The j factor is calculated based on Dh=2�, in order to

(a) (b)

Fig. 16 Isocontours of velocity and thermal fie
=0.25 and �=60 deg…: „a… streamwise velocity, „b…
2. Velocity and temperature are scaled by Ub and
xamine the net increase of the heat transfer rate. Performances of

01801-8 / Vol. 130, OCTOBER 2008
the present recuperator with different wave amplitudes are also
plotted, where the oblique angle of each computational result is
displayed. It is seen that, for large oblique angles, the heat transfer
surface area is almost the same regardless of the wave amplitude.
For small oblique angles, on the other hand, the behavior of each
profile is significantly affected by the wave amplitude. When
�A /� ,��= �0.25,60 deg�, or �0.30,66 deg�, the maximum j / f fac-
tor is obtained. With these design parameters, the heat transfer
surface area can be reduced to 40% compared to the straight
square duct. For �A /� ,��= �0.30,45 deg�, where the largest j fac-
tor is obtained, the surface area can be further reduced to 30%.
It is obvious from Eq. �22� that the power of the j factor is twice
as large as that of the j / f factor, so that the j factor plays a
dominant role in determining the compactness.

It is also noted that the profiles of the heat transfer surface area
with A /�=0.20 and 0.25 have a kink at small �. This corresponds
to the existence of the minimum value in As / �As�0, as can be
expected from the j / f factor characteristics shown in Figs. 5 and
7. The minimum values of As / �As�0 are, respectively, 0.45 and
0.35 for A /�=0.20 and 0.25. Although the focus of the present
study is on the maximization of the j / f factor, which is crucial for
recuperators of gas turbines, the present recuperator exhibits ex-
tremely high performance also in the context of compactness of
the core size of the heat exchanger, when the smaller oblique
angle is employed.

(c)

in the y-z plane at x /�=3.0 for Re�=400 „A /�
perature in Case 1, and „c… temperature in Case

b,I�H− �Tb,I�C, respectively.

Fig. 17 Contour plot of heat transfer surface area required for
constant heat-exchanger performances for Re�=200. Each
symbol is marked with the indices representing the oblique
lds
tem
�T
angle of the wavy wall.
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onclusions
A series of numerical simulation of the flow and heat transfer in
odeled counterflow heat exchangers with oblique wavy walls

as been made toward optimal shape design of recuperators. The
ffects of oblique angles and amplitudes of the wavy walls are
ystematically evaluated, and the heat transfer and pressure loss
haracteristics are investigated. The following conclusions are de-
ived.

1. The flow structures are drastically modified due to the
counter-rotating streamwise vortices induced by the oblique
wavy walls. The heat transfer is significantly enhanced by
the strong secondary flows, while the flow separation is sup-
pressed at the minimum level. The j / f factor becomes 1.2
times as large as that in the straight square duct.

2. With increasing wave amplitude, the j factor is monotoni-
cally increased in the range presently examined, while the
flow separation becomes more significant. Thus, the opti-
mum wave amplitude exists for maximizing the j / f factor
with fixed oblique angle.

3. Since the flow field becomes highly asymmetric in the span-
wise direction, heat transfer characteristics are strongly de-
pendent on the heat-exchanger configurations of counter-
flowing hot and cold fluid passages. Heat-exchanger
performance is maximized when the sidewalls having larger
and smaller heat transfer coefficients share the same divid-
ing wall. Hence, it is critically important to take the thermal
coupling effect into account in order to make quantitative
assessment of the performances of this type of heat exchang-
ers.

4. Although the heat transfer and pressure loss characteristics
are strongly dependent on the Reynolds number, the present
recuperator exhibits extremely large j / f factors for Re�
=200. Due to the large values of both j and j / f factors, the
total heat transfer surface area required for achieving the
prescribed overall performance can be reduced by more than
60% if compared with the straight square duct.
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omenclature
A � wave amplitude

Ac � cross-sectional area of the duct
Afr � heat-exchanger frontal area
As � total heat transfer surface area
Dh � hydraulic diameter of the flow passage

f � Fanning friction factor
h � averaged heat transfer coefficient
j � Colburn heat transfer modulus

L � length of the total heat exchanger
Lx � length of the periodic duct in the streamwise

direction
ṁ � mass flow rate
n � wall-normal direction

Nu � averaged Nusselt number
p � pressure
P � pumping power

Pr � Prandtl number

qs � total amount of wall heat flux

ournal of Heat Transfer
qw � wall heat flux
Q � heat transfer rate

Re � Reynolds number �=UbDh /��
Re� � Reynolds number �=Ub2� /��

S � heat transfer surface
T � temperature

Tb � bulk mean temperature
Tw,m � mean wall temperature
�Tlm � logarithmic-mean temperature difference

u ,v ,w � velocity components in x, y, and z directions,
respectively

Ub � bulk mean velocity
V � volume of the heat exchanger

x ,y ,z � Cartesian coordinates
yw � wall deformation in the y direction

Greek Symbols
� � half duct height of the base line square duct
� � oblique angle of the wavy wall
� � periphery of the duct

 � thermal conductivity
	 � viscosity
� � kinematic viscosity

� � second invariant of the deformation tensor
� � fluid density

�w � wall shear stress
�x � streamwise vorticity

Subscripts
H ,C � hot and cold air, respectively
I ,O � inlet and outlet, respectively

0 � straight square duct
m � area-averaged quantity

References
�1� Uechi, H., Kimijima, S., and Kasagi, N., 2004, “Cycle Analysis of Gas

Turbine-Fuel Cell Cycle Hybrid Micro Generation System,” ASME J. Eng.
Gas Turbines Power, 126�4�, pp. 755–762.

�2� Kays, W. M., and London, A. L., 1984, Compact Heat Exchangers, 3rd ed.,
McGraw-Hill, New York.

�3� Webb, R. L., 1994, Principles of Enhanced Heat Transfer, Wiley, New York.
�4� Manglik, R. M., 2003, “Heat Transfer Enhancement,” Heat Transfer Hand-

book, A. Bejan and A. D. Kraus, eds., Wiley, New York, Chap. 14.
�5� McDonald, C. F., 2000, “Low-Cost Compact Primary Surface Recuperator

Concept for Microturbines,” Appl. Therm. Eng., 20�5�, pp. 471–497.
�6� Focke, W. W., Zachariades, J., and Olivier, I., 1985, “The Effect of the Cor-

rugation Inclination Angle on the Thermohydraulic Performance of Plate Heat
Exchangers,” Int. J. Heat Mass Transfer, 28�8�, pp. 1469–1479.

�7� Stasiek, J., Collins, M. W., Ciofalo, M., and Chew, P. E., 1996, “Investigation
of Flow and Heat Transfer in Corrugated Passages—I. Experimental Results,”
Int. J. Heat Mass Transfer, 39�1�, pp. 149–164.

�8� Ciofalo, M., Stasiek, J., and Collins, M. W., 1996, “Investigation of Flow and
Heat Transfer in Corrugated Passages—II. Numerical Simulations,” Int. J.
Heat Mass Transfer, 39�1�, pp. 165–192.

�9� Blomerius, H., Holsken, C., and Mitra, N. K., 1999, “Numerical Investigation
of Flow Field and Heat Transfer in Cross-Corrugated Ducts,” ASME J. Heat
Transfer, 121�2�, pp. 314–321.

�10� Metwally, H. M., and Manglik, R. M., 2004, “Enhanced Heat Transfer Due to
Curvature-Induced Lateral Vortices in Laminar Flows in Sinusoidal
Corrugated-Plate Channels,” Int. J. Heat Mass Transfer, 47�10–11�, pp. 2283–
2292.

�11� Manglik, R. M., Zhang, J., and Muley, A., 2005, “Low Reynolds Number
Forced Convection in Three Dimensional Wavy-Plate-Fin Compact Channels:
Fin Density Effects,” Int. J. Heat Mass Transfer, 48�8�, pp. 1439–1449.

�12� Utriainen, E., and Sundén, B., 2002, “A Numerical Investigation of Primary
Surface Rounded Cross Wavy Ducts,” Heat Mass Transfer, 38�7–8�, pp. 537–
542.

�13� Yin, J., Li, G., and Feng, Z., 2006, “Effects of Intersection Angles on Flow and
Heat Transfer in Corrugated-Undulated Channels With Sinusoidal Waves,”
ASME J. Heat Transfer, 128�8�, pp. 819–828.

�14� Utriainen, E., and Sundén, B., 2002, “Evaluation of the Cross Corrugated and
Some Other Candidate Heat Transfer Surface for Microturbine Recuperators,”
ASME J. Eng. Gas Turbines Power, 124�3�, pp. 550–560.

�15� Kajishima, T., Ohta, T., Okazaki, K., and Miyake, Y., 1998, “High-Order
Finite-Difference Method for Incompressible Flows Using Collocated Grid
System,” JSME Int. J., Ser. B, 41�4�, pp. 830–839.
�16� Rhie, C. M., and Chow, W. L., 1983, “Numerical Study of the Turbulent Flow

OCTOBER 2008, Vol. 130 / 101801-9



1

Past an Airfoil With Trailing Edge Separation,” AIAA J., 21�11�, pp. 1525–
1532.

�17� Amsden, A. A., and Harlow, F. H., 1970, “A Simplified MAC Technique for
Incompressible Fluid Flow Calculation,” J. Comput. Phys., 6, pp. 322–325.

�18� Patankar, S. V., Liu, C. H., and Sparrow, E. M., 1977, “Fully Developed Flow
and Heat-Transfer in Ducts Having Streamwise-Periodic Variations of Cross-
Sectional Area,” ASME J. Heat Transfer, 99�2�, pp. 180–186.

�19� Shah, R. K., and London, A. L., 1978, Laminar Flow Forced Convection in
Ducts �Advances in Heat Transfer Supplement 1�, Academic, New York.

�20� Chong, M. S., Perry, A. E., and Cantwell, B. J., 1990, “A General Classifica-
01801-10 / Vol. 130, OCTOBER 2008
tion of Three-Dimensional Flow Fields,” Phys. Fluids A, 2�5�, pp. 765–777.
�21� Utriainen, E., and Sundén, B., 2001, “A Comparison of Some Heat Transfer

Surfaces for Small Gas Turbine Recuperators,” ASME Paper No. 2001-GT-
0474.

�22� Manglik, R. M., and Bergles, B. E., 1995, “Heat Transfer and Pressure Drop
Correlations for the Rectangular Offset Strip Fin Compact Heat Exchanger,”
Exp. Therm. Fluid Sci., 10�2�, pp. 171–180.

�23� Cowell, T. A., 1990, “A General Method for the Comparison of Compact Heat
Transfer Surfaces,” ASME J. Heat Transfer, 112�2�, pp. 288–294.
Transactions of the ASME



1

p
c
l
s
n
1
t
r
r

p
a
t
e
K
h
t
t
t
c
t
c
h
t

t
e
�
t
s
T
t
m
t

N

J
M

J

H. Yin
Mechanical Engineering Department,

Mississippi State University,
Mississippi State, MS 39762

L. Wang
Center for Advanced Vehicular Systems,

Mississippi State University,
Mississippi State, MS 39762

S. D. Felicelli
Mechanical Engineering Department,

Mississippi State University,
Mississippi State, MS 39762

e-mail: felicelli@me.msstate.edu

Comparison of Two-Dimensional
and Three-Dimensional Thermal
Models of the LENS® Process
A new two-dimensional (2D) transient finite element model was developed to study the
thermal behavior during the multilayer deposition by the laser engineered net shaping
rapid fabrication process. The reliability of the 2D model was evaluated by comparing
the results obtained from the 2D model with those computed by a previously developed
three-dimensional (3D) model. It is found that the predicted temperature distributions
and the cooling rates in the molten pool and its surrounding area agree well with the
experiment data available in literature and with the previous results calculated with the
3D model. It is also concluded that, for the geometry analyzed in this study, the 2D model
can be used with good accuracy, instead of the computationally much more expensive 3D
model, if certain precautions are taken to compensate for the 3D effects of the substrate.
In particular, a 2D model could be applied to an in situ calculation of the thermal
behavior of the deposited part during the fabrication, allowing dynamic control of the
process. The 2D model is also applied to study the effects of substrate size and idle time
on the thermal field and size of the molten pool. �DOI: 10.1115/1.2953236�
Introduction
Laser engineered net shaping �LENS®� is a rapid fabrication

rocess, through which near-net-shaped three-dimensional �3D�
omponents are built by the successive overlapping of layers of
aser melted powder by the computer-guided movement of the
ubstrate or the laser in 3D space. The LENS fabrication tech-
ique was developed by Sandia National Laboratories in the late
990s and is gaining popularity as a rapid prototyping and repair
echnology because of its cost saving potentials and high cooling
ates leading to fine microstructures similar to those observed in
apid solidification �1–3�.

Because the process is not yet fully understood, the selection of
rocess parameters is often based on previous experience and trial
nd error experimentation. Appropriate tuning of the laser power,
ravel speed, powder flow rate, and several other parameters is
ssential to avoid defects and undesired microstructures. Kurz �4�,
elly and Kampe �5�, and Colaco and Vilar �6,7�, among others,
ave shown that the microstructure and mechanical properties ob-
ained with the LENS process partly depend on the solid-state
ransformations during cool down to room temperature. However,
he transformations are mainly driven by the consecutive thermal
ycles during the LENS process when the laser beam moves along
he part surface line by line and layer by layer. Therefore, it is
ritical to understand the local thermal cycles and temperature
istory in order to predict the solid phase transformations and thus
he final microstructure in the part.

Only a few experimental works have been done to characterize
he thermal behavior during LENS deposition �8–13�. Hofmeister
t al. �9� employed a digital 64�64 pixel charge coupled device
CCD� video camera with thermal imaging techniques to observe
he molten pool. These experiments were conducted on stainless
teel 316 �SS316�, using two different particle size distributions.
he molten pool size was analyzed from the thermal images, and

he temperature gradients and cooling rates in the vicinity of the
olten pool were also obtained. Griffith et al. �12� inserted a

hermocouple directly into the sample to obtain the thermal his-
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tory during the LENS fabrication. Fine diameter �10 �m� Type C
thermocouple wire was used for the measurements to ensure no
reaction during deposition, and the thermocouple bead was in-
serted into the deposition zone for accurate temperature measure-
ments. They obtained in situ temperature data for 20 deposition
layers from a representative thermocouple inserted during the fab-
rication of an H13 tool steel part. Wei et al. �13� employed a
two-wavelength imaging pyrometer to capture the thermal images
of the stationary molten pool for different laser powers without
powder delivery and substrate movement. The thermal images of
the moving molten pool were also taken at the beginning state of
deposition for two conditions with different laser power and travel
velocity settings. The molten pool size, temperature distribution,
temperature gradient, and cooling rate in the molten pool were
analyzed. It was found that the cooling rate is on the order of
102–104 K /s in the processed zone.

However, the experimental measurement of a detailed thermal
history in the part is difficult to achieve because the required
experiments would be very costly and time consuming. An alter-
native approach is to use numerical simulation with appropriate
mathematical models. Several models have been developed to try
to establish an understanding of the thermal behavior in the LENS
process �14–22�. Grujicic et al. �14,15� developed a two-
dimensional �2D� finite element model to calculate the tempera-
ture profiles, obtaining the minimum power of the laser needed to
initiate the melting of the part surface. Ye et al. �16� developed a
finite element model to predict the temperature distribution during
the process, especially near the molten pool. Their results showed
good agreement with experimental observations. Costa et al. �17�
developed and applied a 3D finite element model to calculate the
thermal history in a single-wall plate. They also studied the influ-
ence of substrate size and idle time on the temperature field of the
fabricated parts. Wang and Felicelli �21� predicted the temperature
distribution during deposition of SS316 as a function of time and
process parameters by developing a 2D thermal model, but only
for one layer of deposition. Later, they developed a 3D finite
element model �22� using the commercial software SYSWELD to
study the molten pool size by analyzing the temperature and phase
evolution in stainless steel 410 �SS410� during the LENS deposi-
tion of a thin-walled structure.

As with most 3D models, the computational time greatly ex-

ceeds that of equivalent 2D models. This is even so when only
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imple heat conduction is being calculated. The computational
ost of a 3D model becomes impractical when more complex
henomena of interest are simulated, such as solidification, segre-
ation, porosity, molten pool convection, solid phase transforma-
ions, strain and stresses, and others. The single-wall build, in
hich a thin plate is deposited layer by layer, is the geometry of

hoice to study the LENS process because of its relative simplic-
ty for modeling and experimental trials. The fact that both 2D and
D models have been used in literature to simulate this simple
eometry indicates that it is not clear whether a 2D model can
apture the thermal phenomena of interest. The situation has not
een analyzed and, when in doubt, authors resort to 3D modeling
t the expense of analysis time and simplified physics. Because
he thermal history is the key to predict the microstructure and the

echanical response, the determination of the conditions under
hich a 2D model can be used to calculate the temperature field
ith acceptable accuracy would be very useful to undertake com-
ined numerical/experimental studies of the LENS process that go
eyond thermal-only aspects.

In the present paper, a 2D finite element model is developed to
alculate the temperature distribution during the deposition of
ultiple layers of SS410. The thermal characteristics and molten

ool size predicted with this 2D model is then compared with
hose calculated with the 3D model developed by Wang et al. �22�
nd with experimental data. The conditions under which the 2D
imulations produce acceptable results are identified, as well as
he cases in which 3D effects cannot be captured by the 2D model.
he influence of the idle time between the depositions of consecu-

ive layers of material and of substrate size on the thermal cycle/
istory is also illustrated.

Finite Element Mathematical Model
In this section, we describe the 2D finite element model devel-

ped to simulate the transient temperature field during the depo-
ition of ten consecutive layers of a single-wall plate of SS410.
he schematic of the geometry is shown in Fig. 1�a�. A fixed finite
lement mesh is constructed for the substrate and the ten layers of
he plate. A uniform layer thickness is used, whose value is set
onsistently with the powder deposition rate and the travel speed
f the laser/nozzle head. Initially, the substrate is at room tempera-
ure, and the layer elements are inactive. When a new layer is
eing deposited, the elements of that layer are activated and they
emain active for the rest of the simulation. The boundary condi-
ions �Fig. 1�b�� include convection heat loss on the top and sides,

prescribed temperature at the bottom of the substrate, and
onvection/radiation on the top plus a heat flux due to the incident
aser power. The boundary conditions are updated dynamically as
ayers are activated and new sections of the boundary become
ctive. After finishing depositing one layer and before beginning
epositing the next layer, there is a time interval called the idle
ime, during which the laser/nozzle head is returned to the left end
f the plate so that all layers are deposited from left to right.
uring the idle time, the laser and powder injection are turned off

nd the corresponding heat flux boundary condition is inactive.
In order to compare the results of the 2D model with those from

he 3D model by Wang et al. �22�, the same material properties
nd process parameters are employed. The plate is built by depos-
ting ten layers of material, each with a length of 10.0 mm and a
eight of 0.5 mm, on top of a substrate with dimensions 5.0 mm
igh and 10.0 mm long. For comparison purposes, the geometry
f the 3D model of Ref. �22� is shown in Fig. 1�c�. The travel
peed of the laser beam is 7.62 mm /s, and the laser beam moves
rom left to right for each layer deposition. SS410 was used for
oth the deposited plate layers and the substrate. The thermal
roperties of SS410 are presented in Table 1, where it is assumed,
ue to lack of better available data, that the thermal properties of
he resolidified SS410 powder are similar to those of the bulk
aterial.

02101-2 / Vol. 130, OCTOBER 2008
2.1 Heat Transfer Equation. The 2D transient equation of
heat conduction describing the heat transfer within the plate dur-
ing the LENS process is

�T

�t
= �� �2T

�x2 +
�2T

�y2� −
L

Cp

��

�t
�1�

where T is the temperature, t is the time, x and y are the horizontal
and vertical coordinates, respectively, � is the thermal diffusivity,
L is the latent heat of melting, Cp is the specific heat, and � is the
volume fraction of liquid, approximated as ���T−Ts� / �Tl−Ts�,
where Tl is the liquidus temperature and Ts is the solidus tempera-

Fig. 1 „a… Sketch of the element activation to illustrate the la-
ser powder deposition with multipasses, „b… schematic of the
model showing the boundary conditions used for the tempera-
ture calculation, and „c… 3D model of Ref. †22‡
ture of the alloy. This is a reasonable approximation in view of the
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ery thin mushy zone that forms around the pool �23�.

2.2 Initial and Boundary Conditions. The boundary condi-
ions are shown in Fig. 1�b�. A forced boundary condition is pre-
cribed on the bottom of the substrate:

T��x,y,t��y=0 = Ta �2�

here Ta is the ambient temperature around the part, in this work
onsidered to be equal to room temperature. The initial tempera-
ure of the substrate is also assumed at room temperature,

T��x,y,t��t=0 = Ta, y � H �3�

here H is the height of the substrate. The initial condition of the
ewly deposited material for each layer is set equal to the melting
emperature.

T��x,y,t��t=0 = Tl, y � H �4�

The boundary condition on the section of the top layer under
he laser beam is �22�

− k
�T

�y
= h�T − Ta� + ���T4 − Te

4� − Qr �5�

here k is the thermal conductivity, h is the convective heat trans-
er coefficient, � is the emissivity of the part surface, � is the
tefan–Boltzmann constant ��=5.67�10−8 W /m2 K4�, and Te is

he temperature of the internal wall of the glovebox �taken equal
o Ta in this work�. In Eq. �5�, Qr is a distributed heat source with
Gaussian profile

Qr = A0 exp�−
2�x − x0�2

w0
2 � �6�

here A0=−2	P1 /	2
w0, being 	 the effective absorption coef-
cient of the laser-beam energy, Pl the laser-beam power, w0 the
eam radius, and x0 the x coordinate of the laser-beam axis.

The boundary condition for the new elements of the top sur-
ace, other than the elements beneath the laser beam, considers
nly the effects of convection and radiation heat loss,

− k
�T

�y
= h�T − Ta� + ���T4 − Te

4� �7�

For the two vertical sides, the heat loss due to heat convection
s assumed

− k
�T

�x
= h�T − Ta�, x = L �8a�

+ k
�T

�x
= h�T − Ta�, x = 0 �8b�

able 1 SS410 thermal properties and LENS process
arameters

Parameter Symbol Units Value Ref.

Density � kg /m3 7400 �22�
Thermal conductivity k W/m K 25.5 �22�
Specific heat of solid Cp J/kg K 650 �22�

Latent heat L J/kg 3�105 �21�
Liquidus Tl K 1723 �21�
Solidus Ts K 1693 �21�

Emissivity � N/A 0.8 �21�
Convective heat transfer coefficient h W /m2 K 100 �21�

Radius of the laser beam w0 mm 0.5 �21�
here L is the width of the plate.

ournal of Heat Transfer
The parameter A0 in Eq. �6� is used to set the level of power
entering the calculation domain. This parameter is necessary be-
cause it is not known how much of the nominal laser power is
actually absorbed by the material. A similar parameter is used in
the 3D model. Because of the limitation of 2D modeling, it is not
possible to establish a direct correlation between the actual 3D
absorbed power distribution and the idealized 2D power profile
used in this work. Ye et al. �20� investigated the thermal behavior
in the LENS process with the finite element method. In their
work, the temperatures of the nodes where the laser beam focused
on were set as the melting point temperatures; thus the laser
power did not actually play a role. In this study, the coefficient A0
is determined by matching the maximum calculated temperature
in the molten pool with the measured value reported by Hofmeis-
ter et al. �9�. By adjusting A0, we can calibrate the model to a
particular experimental setting. The calibration is done only for
one experimental temperature measurement point, then the rest of
the temperature profile must result from the model prediction; i.e.,
A0 is used to adjust the level of the temperature profile but not the
shape of the profile.

By using a 2D model, it is also assumed that there is no sig-
nificant heat loss through the front and back surfaces of the part.
The time evolution of the isotherms is calculated as the laser beam
travels across the top surface of the part and layers are deposited.
The model dynamically updates the thermal boundary conditions
with the laser position and newly added layers; hence it is able to
calculate temperature profiles both far from and near the side
edges of the plate.

3 Results and Discussions
Due to lack of available experimental data for SS410, we used

the experiments of Hofmeister et al. �9� for correlation purposes.
In these experiments, ultrahigh speed digital imaging techniques
were employed to analyze the image of the molten pool and the
temperature gradient on the surface surrounding the molten pool
in SS316 samples fabricated using LENS. SS316 and SS410 have
similar thermal properties, and in our calculations, we use process
parameters �laser power and travel speed� that approximate the
conditions of Hofmeister’s experiments, in a similar way as it was
done in our previous study on the sensitivity of LENS process
parameters �21�. To compare the 2D model with the Hofmeister’s
measurements, a first calculation is performed for the deposition
of the top layer �the tenth layer�, using the experimental tempera-
ture data as the initial condition for the previously built layers.

Figure 2 shows the temperature contours when the laser beam is
at the center of the top layer. The travel speed of the laser beam is
7.62 mm /s. It is observed that the temperature profiles predicted
by the 2D model �Fig. 2�a�� and the 3D model �Fig. 2�b�� of Ref.
�22� are very similar. Note that the scale of temperature is the
same in both figures. The size of the molten pool predicted by the
2D model �Fig. 2�a�� is slightly larger than the one predicted by
the 3D model �Fig. 2�b�� because the heat loss along the
z-direction is not considered in the 2D model. Figure 2�c� shows
the profile of the temperature and cooling rate from the center of
the molten pool to a position 4 mm away, opposite to the laser
moving direction �indicated in Figs. 2�a� and 2�b��. The tempera-
ture profile calculated by the 2D model qualitatively agrees with
the experimental data of Ref. �9� and with the results calculated by
the 3D model of Liang et al. �22�. However, the 2D model pre-
dicts two small kinks in the temperature and cooling rate curves,
which are missed by the 3D model but are consistent with the
trend shown in the experiment data. Here by “trend” we mean the
qualitative observation that the experimental data show a change
in the slope of the temperature and cooling rate profiles at the
edge of the molten pool, due to latent heat effect and which is
reflected in the 2D model results but not in the 3D �which did not
consider latent heat term�. The location of these kinks corresponds
to a very thin mushy zone surrounding the molten pool and is a

consequence of the effect of the latent heat of fusion. The 3D

OCTOBER 2008, Vol. 130 / 102101-3
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odel of Ref. �22�, based on the commercial software SYSWELD,
id not include latent heat effects and hence could not capture this

(c)

ig. 2 Temperature distribution predicted „a… by the 2D model
nd „b… the 3D mode; molten pool is indicated by the 1450°C

sotherm; „c… Comparison of calculated results by the 2D and
D models and experimental data of Hofmeister et al. †9‡
rend.

02101-4 / Vol. 130, OCTOBER 2008
In the next simulations, we compare the 2D and 3D models for
multilayer deposition for three different travel speeds of the laser
beam. In the 3D simulations of Ref. �22�, the power program
during the deposition of different layers was optimized to obtain a
steady molten pool size. In order to reproduce this feature with a
2D model, the power coefficient A0 needs to be selected accord-
ingly. For each travel speed, the power coefficient A0 is first de-
termined by matching the maximum temperature in the mid-point
of the first layer with the one calculated by the 3D model. For
subsequent layers, we assume that A0 follows the same profile of
the power curve of the 3D model, which was optimized for a
steady pool size. The A0—curves for different travel speeds as a
function of layer number are shown in Fig. 3�a�. As explained in
Ref. �22�, in order to maintain the same pool size from layer to
layer, the applied power must decrease as layers are deposited in
order to account for the thermal energy storage of the material of
the added layers and to compensate for less heat transfer loss to
the substrate. The corresponding temperature profiles along the
plate centerline, calculated with the 2D and the 3D models, are
indicated for three different travel speeds in Fig. 3�b�, at the time
when the tenth layer has been deposited. Higher speeds corre-
spond with higher temperature because less time is available for
the layers to cool down between laser scans. In Fig. 3�b�, we can
observe the consequence of having used the same shape of power
profile of the 3D part in the 2D calculation. Because the heat loss
in the z-direction is not considered in the 2D model �and particu-
larly, the heat loss from a 3D substrate�, the temperature of the

Fig. 3 „a… Profiles of the A0 power coefficient of the 2D model
and „b… temperature profiles calculated by the 2D and 3D mod-
els along the plate centerline for various scanning speeds of
the laser beam
lower portion of the part becomes higher as layers are deposited,
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n comparison with the 3D plate. At the end of the deposition of
he tenth layer, the bottom temperature of the 2D plate has in-
reased to 600°C, while the 3D part remained at 200°C. For the
pper layers, the temperature is more sensitive to travel speed, but
he temperature difference between the 2D and 3D parts becomes
ess pronounced as the dissipation of the substrate is less
ominant.

Figures 4�a� and 4�b� show the temperature contours in and

ig. 4 Temperature distribution when the laser beam is at the
enter of layers 2, 4, 6, 8, and 10 calculated by the „a… 2D and
b… 3D models; the molten pool is indicated by the 1450°C iso-
herm. Temperature cycles at the midpoints of layers 1, 3, 5,
nd 10 as ten layers are deposited for the „c… 2D and „d… 3D
odels. V=7.62 mm/s. In „d…, Ms is the martensite start tem-

erature „350°C….
round the molten pool for Layer Numbers 2, 4, 6, 8, and 10,

ournal of Heat Transfer
predicted by the 2D and 3D models, when the laser is at the
midpoint of the layer. The laser travel speed is 7.62 mm /s. The
molten pool size of the tenth layer is very similar to that predicted
by Wang et al. �22�. The discrepancy in pool size between the 2D
and 3D models increases as we move down closer to the substrate,
as expected from the thermal profiles observed in Fig. 3.

Figure 4�c� shows the thermal cycles at the midpoints of depos-
ited Layers 1, 3, 5, and 10 for the 2D model. Figure 4�d�, ex-
tracted from Ref. �22�, shows the same cycles calculated with the
3D model. The temperature of each layer reaches a peak every
time the laser goes over the midpoint of the plate, and then de-
creases to a minimum value before the laser starts scanning a new
layer �the idle time between layers also affects the minimum tem-
perature�. The calculated thermal cycles look similar for the 2D
and 3D models, with the discrepancies already observed in Fig. 3,
which show higher temperature for the lower layers of the 2D
model at the end of the deposition because of the extra heat loss
by the 3D substrate. Note also that the cooling part of the cycle
curves in the 2D model shows the effect of latent heat, which is
missed by the 3D model.

A comparison of the temperature contours predicted by the 2D
and 3D models is shown in Fig. 5 for the two other values of
travel speed, 2.5 mm /s and 20 mm /s, when the laser is at the
midpoint of the tenth layer. It is observed that the molten pool size
in this layer is very similar for both 2D and 3D calculations, but
the 2D substrate is hotter than the 3D one, the difference being
more pronounced for higher travel speed. The elongation effect of
the pool for higher speed is similarly captured by the 2D and 3D
models.

Figure 6 illustrates the influence of the idle time elapsed be-
tween finishing depositing one layer and starting the next layer.
Figure 6�a� shows the temperature profile along the plate center-
line after the tenth layer has been deposited. It is observed that the
idle time does not change the shape of the profiles but only dis-
place the curves toward a lower temperature for a longer idle time.
The thermal cycles for the case of an idle time of 4.4 s are shown
in Fig. 6�b�. This figure should be compared with Fig. 4�c�, where
the idle time was 0.82 s. It can be seen that a longer idle time
allows the midpoint to cool down to a lower temperature, in par-
ticular, below the martensite start temperature �350°C�. Hence,
the idle time can play an important role when trying to control the
final microstructure.

The substrate size has an obvious influence on the thermal
cycles of depositions. More heat is lost from a larger substrate,
which causes a higher temperature gradient along the height of the
plate and leads to a lower average temperature. Because of the
restricted heat loss in a 2D substrate, increasing the height of the
substrate will lead to opposite results, i.e., a higher temperature in
the part, if we use a 2D model. This is contrary to the prediction
of the 3D model and also opposes the results published by Costa
et al. �17�. Actually, in order to approximate the effect of a larger
3D substrate, either the height of the 2D substrate has to be re-
duced or a lower temperature must be applied as a boundary con-
dition at the bottom of the 2D substrate. The first option is illus-
trated in Fig. 7 for a travel speed of 7.62 mm /s. Figure 7�a� shows
the molten pool in different layers for a substrate height of 2 mm.
Note the smaller pool size compared with Fig. 4�a�, in which the
substrate height was 5 mm. The temperature profiles along the
centerline of the plate are shown in Fig. 7�b� for different sub-
strate sizes. Observe that a smaller substrate size tends to better
approximate the temperature profiles in Fig. 3�b� calculated with
the 3D model.

4 Conclusions
A new 2D finite element model was developed to simulate the

temperature history during multilayer deposition by the LENS
process. This model is an extension of a 2D model previously
developed by the authors for one-layer deposition �21�. The ob-

jective of the paper was to investigate the applicability of this new
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multilayer model to capture thermal phenomena observed in ex-
periments and previously simulated by a 3D commercial software.
The deposition of a thin plate made of ten layers of SS410 built
over a substrate of the same material was analyzed. The tempera-
ture distribution, temperature history, molten pool size and shape,
and cooling rates were calculated with both the 2D and 3D mod-
els, comparing the predicted results under variations of process
parameters such as laser travel speed, power program, substrate
size, and idle time. It was found that the 2D model can reasonably
reproduce the results of the 3D model for most cases. It is impor-
tant to calibrate the power coefficient A0 of the 2D model so that
it reflects an equivalent power level as in a 3D configuration.
Also, care must be taken when analyzing the optimization of the
power program for steady molten pool size, as well as the effect of
changes in the substrate size. Perhaps, the main drawback of the
2D model is that it cannot capture the actual effect of the sub-
strate; hence, 2D and 3D results will differ more pronouncedly in
the first deposited layers. A consequent feature is that the 2D
model cannot be used, at least in a direct way, to study the effect
of different substrate sizes. The higher heat loss produced by a 3D
substrate can lead to large discrepancies between the two models,
particularly at the lower layers of the part. However, it is possible
to design an equivalent 2D model that uses a shorter substrate and
produces a thermal response of the part similar to the one ob-
served in the 3D model. Because of the inherent savings in com-
putational time of 2D simulations, more phenomena of interest
can be added to a LENS 2D model, such as solidification, pool
convection, segregation, and porosity, while still keeping the com-
putational costs at manageable levels. A validated equivalent 2D
model can also constitute an improved alternative for online con-
trol of the process, which is currently based only on monitoring of

Fig. 6 „a… Temperature along the plate centerline for four dif-
ferent idle times after the tenth layer is deposited. „b… Tempera-
ture cycles at the midpoints of layers 1, 3, 5, and 10 calculated
with the 2D model as ten layers are deposited. Idle time is 4.4 s
and travel speed V=2.5 mm/s.
the pool size.
ig. 5 Temperature distribution when the laser beam is at the
enter of the tenth layer as predicted by the „a… 2D model and
b… 3D model for V=2.50 mm/s. Temperature distribution when
he laser beam is at the center of the tenth layer as predicted by
he „c… 2D model and „d… 3D model for V=20.0 mm/s.
Transactions of the ASME
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omenclature
Cp � specific heat

h � convective heat transfer coefficient
H � height of the substrate
k � thermal conductivity

L0 � width of the plate
L � latent heat of melting

Pl � power of the laser beam
Qr � distributed heat source with a Gaussian profile

t � time
T � temperature
Tl � liquidus temperature
Ts � solidus temperature
Ta � ambient temperature around the part
Te � temperature of the internal wall of the glove

box
w0 � radius of the laser beam
x0 � x coordinate of the laser beam axis

x, y � horizontal and vertical coordinates

ig. 7 „a… Molten pool size and shape when the laser beam
oves to the center of the part for layers 2, 4, 6, 8, and 10, with
substrate height of 2 mm and „b… temperature along the plate

enterline for four different substrate sizes
ournal of Heat Transfer
Greek Symbols
	 � effective absorption coefficient of the laser

beam
� � emissivity of the part surface
� � thermal diffusivity
� � volume fraction of the liquid
� � Stefan–Boltzmann constant
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Modeling of Convective Cooling
of a Rotating Disk by Partially
Confined Liquid Jet Impingement
This paper presents the results of the numerical simulation of conjugate heat transfer
during a semiconfined liquid jet impingement on a uniformly heated spinning solid disk of
finite thickness and radius. This study considered various disk materials, namely, alumi-
num, copper, silver, Constantan, and silicon; covering a range of Reynolds number (220–
900), Ekman number �7.08�10�5–��, nozzle-to-target spacing ���0.25–1.0�, disk
thicknesses to nozzle diameter ratio �b /dn�0.25–1.67�, and Prandtl number (1.29–
124.44) using ammonia �NH3�, water �H2O�, flouroinert (FC-77), and oil (MIL-7808) as
working fluids. The solid to fluid thermal conductivity ratio was 36.91–2222. A higher
thermal conductivity plate material maintained a more uniform interface temperature
distribution. A higher Reynolds number increased the local heat transfer coefficient. The
rotational rate also increased the local heat transfer coefficient under most conditions.
�DOI: 10.1115/1.2945898�

Keywords: semiconfined liquid jet impingement, free surface flow, conjugate heat
transfer
ntroduction

Jet impingement has been demonstrated to be effective in pro-
esses such as annealing of metal and plastic sheets, tempering
lass, chemical vapor deposition, avionics cooling, cooling of tur-
ine blades, and drying of textiles. The rotation is an effective
ay to generate secondary flow and therefore enhance convective
eat transfer. The interaction of rotation and impingement creates
complex and powerful flow capable of improving heat transfer

rocesses considerably.
McMurray et al. �1� studied convective heat transfer to an im-

inging plane jet from a uniform heat flux wall. To fit their data,
hey based heat transfer correlations on the stagnation flow in the
mpingement zone and on the flat plate boundary layer in the
niform parallel flow zone. Metzger et al. �2� experimentally stud-
ed the effects of Prandtl number on heat transfer to a liquid jet for
uniform surface temperature boundary condition. Hung and Lin

3� proposed an axisymmetric subchannel model for evaluating
he local surface heat flux for confined and unconfined cases.

ebb and Ma �4� presented a comprehensive review of studies on
et impingement heat transfer. Garimella and Nenaydykh �5�,
itzgerald and Garimella �6�, Li et al. �7�, and Rahman et al. �8�
ll considered a confining top wall such as the one used at the
resent study for a submerged liquid jet. However, no rotation was
sed. These studies covered a number of working fluids including
ouroinert �FC-77� and ammonia �NH3� at different volumetric
ow rates. Li and Garimella �9� experimentally investigated the

nfluence of fluid thermo-physical properties on heat transfer from
onfined and submerged impinging jets. Generalized correlations
or heat transfer were proposed based on their results. Ichimiya
nd Yamada �10� studied the heat transfer and flow characteristics
f a single circular laminar impinging jet, including buoyancy

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 18, 2007; final manuscript re-
eived January 8, 2008; published online August 6, 2008. Review conducted by
autam Biswas. Paper presented at the 2007 ASME Solar Energy Division and
dvanced Energy Systems Division Conference �ES2007� Long Beach, CA, June

7–29, 2007.

ournal of Heat Transfer Copyright © 20
effect in a narrow space with a confining wall. Dano et al. �11�
investigated the flow and heat transfer characteristics of semicon-
fined jet array impingement with cross-flow.

The jet impingement on a rotating disk adds more complexity
to the flow field. Carper and Deffenbaugh �12� and Carper et al.
�13� conducted experiments to determine the average heat transfer
coefficient at the rotating disk with uniform temperature cooled by
a single liquid jet of oil impinging normal to the surface. Metzger
et al. �14� employed a liquid crystal for mapping the local heat
transfer distribution on a rotating disk with jet impingement. Tho-
mas et al. �15� measured the film thickness across a stationary and
rotating horizontal disk using the capacitance technique, where
the liquid was delivered to the disk by a controlled semiconfined
impinging jet. Rahman and Faghri �16,17� and Faghri et al. �18�
experimentally, analytically, and numerically studied the heat
transfer effect from a heated stationary or rotating horizontal disk
to a liquid film from a controlled impinging jet under a partially
confined condition for different volumetric flow rates and inlet
temperatures for both supercritical and subcritical regions. Hung
and Shieh �19� reported experimental measurements of heat trans-
fer characteristics of jet impingement onto a horizontally rotating
ceramic-based multichip disk. Ozar et al. �20� measured the thick-
ness of the liquid film on the disk surface by an optical method,
including the characterization of the hydraulic jump, and Rice et
al. �21� presented an analysis of the liquid film and heat transfer
characteristics of a free surface controlled liquid jet impingement
onto a rotating disk.

Although the above investigations provided very useful infor-
mation, only a few attempted to produce a local heat transfer
distribution for a rotating disk in combination with a confined
liquid jet impingement. The intent of this research is to study this
effect with a steady laminar flow over a solid spinning disk par-
tially confined by a plate under five different flow rates or jet
Reynolds numbers, six spinning rates or Ekman numbers, five
different disk thicknesses, and four nozzle-to-target spacings. A
broad range of Prandtl numbers was covered with the use of four
working fluids, namely, water �H2O�, ammonia �NH3�, flouroinert
�FC-77�, and MIL-7808 lubricating oil. The thermal conductivity
effect was studied with the implementation of five different disk

materials: aluminum, Constantan, copper, silicon, and silver. The

OCTOBER 2008, Vol. 130 / 102201-108 by ASME
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esults offer a better understanding of the fluid mechanics and heat
ransfer behavior of semiconfined liquid jet impingement.

athematical Formulation
A schematic of the physical problem is shown in Fig. 1. An

xisymmetric liquid jet is discharged through a nozzle and im-
inges at the center of a solid uniformly heated circular disk. The
op plate acts as an insulated partially confined boundary that
nds, allowing the free surface boundary condition exposure of
he fluid. The present study considered an incompressible, New-
onian, and axisymmetric laminar flow under a steady state con-
ition. The variation of fluid properties with local temperature was
aken into account. Due to rotational symmetry of the problem,
he � /�� terms could be omitted. The equations describing the
onservation of mass, momentum �r, �, and z directions, respec-
ively�, and energy can be written as �22�
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ig. 1 3D schematic of axisymmetric semiconfined liquid jet
mpingement on a uniformly heated spinning disk
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The variation of thermal conductivity of solids with temperature is
not significant. Therefore, the conservation of energy inside the
solid can be characterized by the following equation:

�2TS

�r2 +
1

r
� �TS

�r
� +

�2TS

�z2 = 0 �6�

The following boundary conditions were used:

At r = 0, − b 	 z 	 0:
�TS

�r
= 0 �7�

At r = 0, 0 	 z 	 Hn: V� = Vr = 0,
�VZ

�r
= 0,

�Tf

�r
= 0 �8�

At r = rd, − b 	 z 	 0:
�TS

�r
= 0 �9�

At r = rd, 0 	 z 	 
: p = patm �10�

At z = − b, 0 � r � rd: − kS
�TS

�z
= q �11�

At z = 0, 0 � r � rd: Vr = VZ = 0, V� = �r, TS = Tf

�12�

kS
�TS

�z
= kf

�Tf

�z

At z = Hn, 0 � r 	
dn

2
: VZ = − Vj, Vr = V� = 0, Tf = TJ

�13�

At z = Hn,
dn

2
� r 	 rp: V� = Vr = VZ = 0,

�Tf

�z
= 0 �14�

The boundary condition at the free surface can be expressed as

At z = 
, rp � r � rd:
�


�r
=

Vz

Vr
, p = patm −


d2


dr2

�1 + �d


dr
�2�3/2

,

�15�
�VS

�n
= 0,

�Tf

�n
= 0

where VS is the fluid velocity component along the free surface
and n is the coordinate normal to the free surface. It may be noted
that boundary conditions at the free surface were obtained by
satisfying the kinematic condition relating the slope of the free
surface with velocity components as well as from the balance of
normal and shear stresses at the free surface. For steady flow of a
Newtonian fluid, the normal stress balance essentially reduces to
an equation relating the pressure and surface tension, as shown in
Ref. �23�. The shear stress encountered from the ambient gaseous
medium is expected to be negligible. Similarly, the heat transfer
from the free surface to the ambient gas is also assumed to be
negligible. The average heat transfer coefficient can be defined as

hav =
2

rd
2�T̄int − TJ�

	
0

rd

hr�Tint − TJ�dr �16�

where T̄int is the average temperature at the solid-liquid interface.
The characteristics of the flow are controlled by three major

physical parameters: the Reynolds number, ReJ=VJdn /� f, the di-
mensionless nozzle-to-target spacing ratio, �=Hn /dn, and the Ek-
man number, Ek=� f /4�rd

2. The values of the Reynolds number
were limited to a maximum of 900, to stay within the laminar

region. The nozzle opening and the heated target disk have radii of
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.6 mm and 6.0 mm, respectively. The heat flux �q� was kept
onstant at 125 kW /m2. The incoming fluid jet temperature �TJ�
as 310 K for water and FC-77, 303 K for ammonia �at a pres-

ure of 20 bars�, and 373 K for MIL-7808. The thickness of the
isk was varied over the following values: 0.3 mm, 0.6 mm,
.0 mm, 1.5 mm, and 2.0 mm. The jet impingement height or the
istance between the nozzle and disk was set at the following
alues: 3�10−4 m, 6�10−4 m, 9�10−4 m, and 1.2�10−3 m.
he spinning rate ��� was varied from 0 rad /s to 78.54 rad /s or

rom 0 rpm to 750 rpm. The flow rate was varied from 6.65
10−7 m3 /s to 2.72�10−6 m3 /s. The ranges for the Reynolds

umber and the Ekman number were Re=220–900 and Ek
7.08�10−5–�. The possibility of getting into a turbulent flow
ue to disk rotation was checked. Using the laminar-turbulent
ransition criterion used by Popiel and Boguslawski �24� and
anyo �25�, all runs used in this paper checked out to be laminar.
The solid and fluid properties were obtained from Özisik �26�,

ejan �27�, and Bula �28�. The fluid properties were correlated
ccording to the following equations. For water between 300 K
T	411 K: Cpf =9.5�10−3T2−5.9299T+5098.1, kf =−7.0
10−6T2+5.8�10−3T−0.4765, � f =−2.7�10−3T2+1.3104T

848.07, and ln � f =−3.27017−0.0131T. For ammonia between
73.15 K	T	370 K: Cpf =0.083T2−40.489T+9468, kf =1.159
2.30�10−3T, � f =579.81+1.6858T−0.0054T2, and ln � f =
5.33914−0.0115T. For MIL-7808 between 303 K	T	470 K:
pf =903.8+3.332T, kf =0.18−1�10−4T, � f =1181−0.708T, and

n � f =3.2436−0.0229T. For FC-77 between 273 K	T	380 K:
pf =589.2+1.554T, kf =0.0869−8�10−5T, � f =2507.2−2.45T,

nd ln � f =−2.38271−0.0145T. In these correlations, the absolute
emperature T is in K.

umerical Computation
The governing equations �1�–�6� along with the boundary con-

itions �7�–�15� were solved using the Galerkin finite element
ethod �29�. Four node quadrilateral elements were used. In each

lement, the velocity, pressure, and temperature fields were ap-
roximated, which led to a set of equations that defined the con-
inuum. The size of the elements near the solid-fluid interface was

ade smaller to adequately capture large variations in the velocity
nd the temperature in that region. Due to the nonlinear nature of
he governing differential equations, the Newton–Raphson method
as used to arrive at the solution for the velocity and temperature
elds. The approach used to solve the free surface problem de-
cribed here was to introduce a new unknown 
 representing the
osition of the free surface in the global system of equations. In
rder to start the computation, initial values of 
 were assigned to
ll nodes at the free surface. A linear distribution with 
=Hn at

Fig. 2 Velocity vector distribution for a se
with water as the cooling fluid „Re=475, Ek
=rp to 

Hn /2 at r=rd was used as the initial guess. Then,

ournal of Heat Transfer
conservation of mass and momentum equations �1�–�4� along with
the corresponding boundary conditions were solved to determine
the velocity distribution in the flow field. At the free surface, the
second and third conditions in Eq. �15� were used as part of this
solution process. These conditions represented the normal and
shear stress balances at the free surface. Then, the velocity com-
ponents at the free surface were used to check the fulfillment of
the kinematic condition �the first condition in Eq. �15��. The value
of 
 was upgraded by applying a correction obtained from the
required slope of the free surface at each free surface node. In
order to preserve the numerical stability during this iterative solu-
tion for 
, a relaxation factor of 0.1 was used. Once a new location
for the free surface node has been determined, the locations of all
fluid nodes underneath the free surface extending to the solid-fluid
interface were adjusted, keeping the same grid ratio. It may be
noted that the adjustment was done only in the vertical direction
�along the z axis� and only in the region of rp	r	rd and 0	z
	
. The iterative solution for the determination of the free sur-
face height distribution was continued by solving the conservation
of mass and momentum equations and upgrading the grid struc-
ture at and underneath the free surface. A final free surface height
distribution was obtained when the kinematic condition was sat-
isfied at each free surface node and no further change in 
 was
needed. Then, the energy equation �5� was solved along with the
mass and momentum conservation equations �1�–�4� to determine
the final distribution of velocity, pressure, and temperature distri-
butions. The solution was considered converged when a relative
change in field values from a particular iteration to the next, and
the sums of the residuals for each variable became less than 10−6.
The conservation of mass was independently checked by calculat-
ing the flow rate at the outlet �r=rd� from the computed velocity
field and comparing that with the fluid intake at the nozzle �z
=Hn�. The difference was essentially zero. The number of ele-
ments required for an accurate numerical solution was determined
from a systematic grid-independence study. It was found that the
numerical solution becomes grid independent when the number of
divisions equal to 28�63 in the axial �z� and radial �r� directions,
respectively, is used. Comparing the numerical results for the 32
�72 and 45�100 grids with a 28�63 grid showed an average
difference of 0.72%. A comparison of the average heat transfer
coefficients was done with the experimental data of Carper and
Deffenbaugh �12� and Carper et al. �13�. The agreement was
found to be quite good. In addition, a comparison of local Nusselt
numbers was made with the experimental data obtained by Ozar et
al. �20� at various rotational speeds. The difference was in the
range 0.79–22.07% with an average difference of 12.33%.

Results and Discussion

onfined jet impingement on a silicon disk
.25Ã10−4, rp /rd=0.5, �=0.5, and b /dn=0.5…
mic
=4
A typical velocity vector distribution is shown in Fig. 2. It can
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e seen that the velocity remains almost uniform at the potential
ore region of the jet. The velocity decreases as the fluid jet ex-
ands in the radial direction as it approaches the target plate dur-
ng the impingement process. The direction of motion of the fluid
articles shifts by as much as 90 deg. After this, the fluid accel-
rates creating a region of high-velocity wall jet within the con-
ned fluid medium. It can be noticed that as the boundary layer

hickness increases downstream, the frictional resistance from the
alls are eventually transmitted to the entire film thickness. This

ffect is observed once the fluid leaves the confined region and
oves downstream with a free surface on the top. The vectors in

he viscous zone show a parabolic profile going from a minimum
alue at the solid-fluid interface to a maximum at the free surface.
he boundary layer develops rapidly and the velocity of the fluid
ecreases as it spreads radially along the disk. It may be noted,
owever, that due to spinning, streamlines are not aligned along
he disk radius, rather the fluid moves at an angle based on the rate
f rotation. The three different regions observed in the present
nvestigation are in agreement with the experiments of Liu et al.
30�.

Figure 3 presents the free surface height distribution for differ-
nt plate-to-disk confinement ratios when the jet strikes the center
f the disk while it is spinning at a rate of 125 rpm �Ek=4.25
10−4�. It can be seen that the fluid spreads out radially as a thin

lm. The film thickness decreases as the plate-to-disk confinement
atio decreases under the same spinning rate and flow rate. This
ehavior occurs due to the dominance of surface tension and
ravitational forces that form the free surface as the fluid leaves
he confinement zone and moves downstream. When rp is in-
reased, the frictional resistance from both walls slows down the
omentum and results in a higher film thickness. For the condi-

ions considered in the present investigation, a sudden drop in the
uid height occurs for rp /rd	0.333 because the equilibrium film
eight for free surface motion is significantly lower than the con-
nement height. In this situation, the liquid may not cover all the
ay to the end of the confinement disk and a free surface may

tart to form within the confinement region to provide a smooth
treamline for the free surface. At rp /rd�0.5, the confinement
egion is fully covered with fluid and a smooth transition is seen
n the film height distribution after exit.

Figure 4 shows the local Nusselt number and the dimensionless
nterface temperature variation for different Reynolds numbers
nder a rotational rate of 125 rpm �Ek=4.25�10−4�. The plots

Fig. 3 Free surface height distribu
ment ratios with water as the coolin
and b /dn=0.5…
eveal that the dimensionless interface temperature decreases with

02201-4 / Vol. 130, OCTOBER 2008
the jet velocity �or Reynolds number�. At any Reynolds number,
the dimensionless interface temperature has the lowest value at
the stagnation point �underneath the center of the axial opening�
and increases radially downstream reaching the highest value at
the end of the disk. This is due to the development of a thermal
boundary layer as the fluid moves downstream from the center of
the disk. The thickness of the thermal boundary layer increases
with the radius and causes the interface temperature to increase.
All local Nusselt number distributions are half-bell shaped with a
peak at the stagnation point. Figure 4 confirms to us how an
increasing Reynolds number contributes to a more effective cool-
ing. Similar profiles have been documented by Garimella and
Nenaydykh �5� and Ma et al. �31�.

Figure 5 plots the average Nusselt number as a function of the
Reynolds number for low, intermediate, and high Ekman num-
bers. It may be noted that the average Nusselt number increases
with the Reynolds number. As the flow rate �or Reynolds number�
increases, the magnitude of fluid velocity near the solid-fluid in-
terface that controls the convective heat transfer rate increases.
Furthermore, at a particular Reynolds number, the Nusselt number
gradually increases with the increment of the disk spinning rate.
This behavior confirms the positive influence of the rotational rate
on the average Nusselt number down to Ek=1.25�10−4, which
corresponds to a spinning rate of 425 rpm. It may be also noticed
that the average Nusselt number plots get closer to each other as
the Reynolds number increases, indicating that curves will inter-
sect at higher Reynolds numbers. These intersections indicate the
presence of a liquid jet momentum-dominated region at higher
Reynolds numbers. From the numerical results, it was observed
that the heat transfer is dominated by impingement when ReEk
�0.124 and dominated by disk rotation when ReEk	0.092. In
between their limits, both of these effects play an important role in
determining the variations of the average Nusselt number. This
type of behavior is consistent with the experimental results of
Brodersen et al. �32� where the ratio of the jet and rotational
Reynolds numbers was used to characterize the flow regime.

The rotational rate effects on the local Nusselt number and the
dimensionless interface temperature are illustrated in Fig. 6 for a
Reynolds number of 540 and a dimensionless nozzle-to-target
spacing ��� equal to 0.25. It may be noted that the rotational effect
increases the local Nusselt number and generates a lower tempera-
ture over the entire solid-fluid interface with somewhat less inten-
sity in comparison with the Reynolds number effect. Figure 6

for different plate-to-disk confine-
uid „Re=450, Ek=4.25Ã10−4, �=0.5,
tion
g fl
shows that as the Ekman number decreases from � to 7.08
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10−5 the local Nusselt number increases by an average of
4.02% and the dimensionless interface temperature decreases by
n average of 8.34%. The enhancement of the Nusselt number due
o rotation is primarily caused by the enhancement of the local
uid velocity adjacent to the rotating disk surface. The tangential
elocity due to rotation combined with the axial and radial veloci-
ies due to jet momentum increases the magnitude of the velocity
ector starting from the center of the disk.

The effects of the disk thickness variation on the dimensionless
nterface temperature and the local Nusselt number are shown in
ig. 7. The dimensionless interface temperature increases from the

mpingement region all the way to the end of the disk. It may be
oted that the curves intersect with each other at a dimensionless
adial distance of r /rd=0.55. The thicker disks generate a more
niform dimensionless interface temperature due to a larger radial
onduction within the disk. The local Nusselt number plots
hange slightly with the variation of disk thickness. In all cases, it
s evident that the Nusselt number is more sensitive to the solid
hickness at the core region where higher values are obtained. For

Fig. 4 Local Nusselt number and di
tributions for a silicon disk with wate
nolds numbers „Ek=4.25Ã10−4, �=0

Fig. 5 Average Nusselt number var
ent Ekman numbers for a silicon d

=0.5, b /dn=0.5, and rp /rd=0.667…

ournal of Heat Transfer
a lower stagnation temperature, the outlet temperature tends to be
relatively higher under constant flow rate and heat flux conditions.
This is quite expected because of the overall energy balance of the
system. This phenomenon has been documented by Lachefski et
al. �33�.

Three different nozzle-to-target spacing ratios ��� from 0.25 to
1 were modeled and the results are shown in Fig. 8. It may be
noticed that the impingement height quite significantly affects the
Nusselt number distribution. A higher local Nusselt number is
obtained when the nozzle is brought very close to the heated disk
��=0.25�. The smaller gap between the nozzle and the target disk
avoids the loss of momentum as the jet travels through the con-
fined fluid medium and results in a larger fluid velocity and there-
fore a larger rate of convective heat transfer. As the nozzle is
moved away from the disk, the local Nusselt number decreases.
This observation is in-line with the previous study by Hung and
Lin �3� for a confined jet impingement on a stationary disk.

Figure 9 compares the dimensionless interface temperature and

nsionless interface temperature dis-
s the cooling fluid for different Rey-
b /dn=0.5, and rp /rd=0.667…

ons with Reynolds number at differ-
with water as the cooling fluid „�
me
r a
iati
isk
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ocal Nusselt number results of the present working fluid �water�
ith three other coolants, namely, ammonia �NH3�, flouroinert

FC-77�, and oil �MIL-7808� under a Reynolds number of 750.
ven though the rotational rate ��� for the impingement disk was
et at 350 rpm, the variation of Ekman numbers occurred since the
ensity ��� and dynamic viscosity ��� are different for each fluid.
t may be noticed that MIL-7808 presents the highest dimension-
ess interface temperature and water has the lowest value. Ammo-
ia shows the most uniform distribution of temperature along the
adius of the disk. MIL-7808 presents the highest local Nusselt
umber values over the entire radial distance. Ammonia, on the
ther hand, provides the lowest Nusselt number. Higher Prandtl
umber fluids lead to a thinner thermal boundary layer and there-
ore a more effective heat removal rate at the interface. Present
orking fluid results are in agreement with the findings of Li et al.

7� where a larger Prandtl number corresponded to a higher recov-
ry factor.

Fig. 6 Local Nusselt number and di
tributions for a silicon disk with wat
man numbers „Re=540, �=0.25, b /d

Fig. 7 Local Nusselt number and di
tributions for different silicon disk

−4
fluid „Re=450, Ek=4.25Ã10 , �=0.5, an

02201-6 / Vol. 130, OCTOBER 2008
Figure 10 shows the dimensionless interface temperature and
local Nusselt number distribution plots as a function of the dimen-
sionless radial distance �r /rd� measured from the axisymmetric
impingement axis for different solid materials with water as the
working fluid. The dimensionless temperature distribution plots
reveal how the thermal conductivity affects the heat flux distribu-
tion. Constantan shows the lowest temperature at the impingement
zone or stagnation point and the highest dimensionless tempera-
ture at the outlet in comparison with other solid materials. Copper
and silver show a more uniform distribution and higher tempera-
ture values at the impingement zone due to their higher thermal
conductivity. The dimensionless temperature and local Nusselt
number distributions of these two materials are almost identical
due to their similar thermal conductivity values. The crossover of
curves for all five materials occurred due to a constant fluid flow

nsionless interface temperature dis-
as the cooling f1uid at different Ek-
.5, and rp /rd=0.667…

nsionless interface temperature dis-
knesses with water as the cooling
me
er
me
thic
d rp /rd=0.667…
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nd heat flux rate that reaches a thermal energy balance. A solid
aterial with lower thermal conductivity shows a higher maxi-
um local Nusselt number.
Six different plate-to-disk confinement ratios �rp /rd� from 0.2

o 0.75 were modeled for water as the coolant and silicon as the
isk material. The effects of the plate-to-disk confinement ratio on
he dimensionless interface temperature and the local Nusselt
umber are shown in Fig. 11. The dimensionless interface tem-
erature increases with the increment of the plate-to-disk confine-
ent ratio �rp /rd�. This increment coincides with the increment of

he liquid film thickness in the free jet region as seen in Fig. 3.
nder the same spinning and flow rates, when rp is increased, the
igher frictional resistance from the confinement disk slows down
he fluid momentum. In addition, a thinner film thickness for the
ame flow rate results in a higher fluid velocity near the solid-fluid
nterface resulting in a higher rate of convective heat transfer. This
s seen in the distribution of the local Nusselt number, which
ncreases with the decrease of the plate-to-disk confinement ratio.

Fig. 8 Local Nusselt number and di
tributions for a silicon disk with w
nozzle-to-target spacing „Re=750,
=0.667…

Fig. 9 Local Nusselt number and di
tributions for different cooling fluid

=750, �=0.5, b /dn=0.5, and rp /rd=0.667

ournal of Heat Transfer
A correlation for the average Nusselt number was developed as
a function of the confinement ratio, thermal conductivity ratio,
dimensionless nozzle-to-target spacing ratio, Ekman number, and
Reynolds number to accommodate most of the transport charac-
teristics of a semiconfined liquid jet impingement cooling process.
The correlation that best fitted the numerical data can be placed in
the following form:

Nuav = 1.94282�0.1Re0.75Ek−0.1�−0.7�rp/rd�−0.05 �17�
In developing this correlation, all average Nusselt number data

corresponding to the variation of different parameters were used.
Only data points corresponding to water as the fluid were used
because the number of average heat transfer data for other fluids
was small. The least square curve-fitting technique was used in
developing this equation. The signs of the exponents were deter-
mined from the trend of variation of the Nusselt number with each
parameter. Then, values were obtained by the least square fit of
the corresponding logarithmic equation. Figure 12 gives the com-

nsionless interface temperature dis-
r as the cooling fluid for different
=4.25Ã10−4, b /dn=0.5, and rp /rd

nsionless interface temperature dis-
or silicon as the disk material „Re
me
ate
Ek
me
s f
…
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arison between the numerical average Nusselt numbers to the
verage Nusselt numbers predicted by Eq. �17�. The average Nus-
elt number deviates in a range −15.13% to +15.61% from the
ne predicted by Eq. �17�. The mean deviation is 6.94%. The
anges of the dimensionless variables in this study are the follow-
ng: 360�Re�900, 1.06�10−4�Ek�4.25�10−4, 0.25���1,
.2�rp /rd�0.75, Pr=5.49, and 227.6���627.6. It should be
oted from Fig. 12 that a large number of data points are very well
orrelated with Eq. �17�. This correlation provides a convenient
ool for the prediction of the average heat transfer coefficient for a
artially confined liquid jet impingement on top of a spinning
isk.

onclusions
The solid-fluid dimensionless interface temperature and the lo-

al Nusselt number showed a strong dependence on the �1� Rey-
olds number, �2� rotational rate, �3� disk thickness, �4� nozzle-to-
arget spacing or impingement height, �5� plate-to-disk

Fig. 10 Local Nusselt number and
distributions for different solid mat
„Re=875, Ek=4.25Ã10−4, �=0.5, b /d

Fig. 11 Local Nusselt number and
distributions for different plate-to-d

−4
=4.25Ã10 , �=0.5, and b /dn=0.5…

02201-8 / Vol. 130, OCTOBER 2008
confinement ratio, �6� fluid properties, and �7� solid material prop-
erties. The increment of the Reynolds number increases the local
heat transfer coefficient distribution over the entire solid-fluid in-
terface. In general, rotation increases the local Nusselt number
distribution values over the entire solid-fluid interface for Ek
�7.08�10−5. A higher disk thickness provides a more uniform
distribution of the interface temperature and heat transfer coeffi-
cient. As the nozzle-to-target distance increases from �=0.25 to 1,
the existing fluid column between the target and the confinement
diminishes the liquid jet momentum and therefore the heat re-
moval rate. A decrease in the plate-to-disk confinement ratio in-
creases the local Nusselt number at all locations in the disk. A
higher Prandtl number fluid leads to a thinner thermal boundary
layer and provides a more effective heat removal rate at the inter-
face. Plate materials with higher thermal conductivity maintained
a lower thermal resistance within the solid and therefore a more
uniform temperature distribution happens at the interface. A cor-
relation for average Nusselt number under partially confined liq-

mensionless interface temperature
ls with water as the cooling fluid
.5, and rp /rd=0.667…

mensionless interface temperature
confinement ratios „Re=450, Ek
di
eria
di
isk
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id jet impingement over a spinning target is proposed in terms of
he Reynolds number, Ekman number, dimensionless nozzle-to-
arget spacing ratio, thermal conductivity ratio, and confinement
late-to-disk radius ratio. The differences between the numerical
nd predicted values are in the range from −15.13% to +15.61%.
he mean value of the error is 6.94%.

omenclature
b � disk thickness �m�

Cp � specific heat �J/kg K�
dn � diameter of nozzle �m�
g � acceleration due to gravity �m /s2�

Ek � Ekman number, � f / �4�rd
2�

h � heat transfer coefficient �W /m2 K�, q / �Tint
−TJ�

Hn � distance of the nozzle from the plate �m�
k � thermal conductivity �W/m K�

Nu � Nusselt number, �hdn� /kf

Nuav � average Nusselt number, �havdn� /kf

p � pressure �Pa�
Pr � Prandtl number, �� fCpf� /kf

q � heat flux �W /m2�
r � radial coordinate �m�

rd � disk radius �m�
rp � plate radius �m�

rp /rd � confinement plate-to-disk radius ratio �confine-
ment ratio�

Re � Reynolds number, �VJdn� /� f

T � temperature �K�
T̄int � average interface temperature �K�,

2 /rd
2�0

rdTintrdr
VJ � jet velocity �m/s�

Vr,z,� � velocity component in the r, z, and � direc-
tions �m/s�

z � axial coordinate �m�

reek Symbols
� � dimensionless nozzle-to-target spacing, Hn /dn

 � free surface height �m�
� � thermal conductivity ratio, kS /kf

ig. 12 Comparison of the predicted average Nusselt number
Eq. „17…… with numerical data
� � dynamic viscosity �kg/m s�

ournal of Heat Transfer
� � kinematic viscosity �m2 /s�
� � angular coordinate �rad�

� � dimensionless temperature, 2kf�Tint−TJ� / �qdn�
� � density �kg /m3�
 � surface tension �N/m�
� � angular velocity �rad/s�

Subscripts
atm � ambient

av � average
f � fluid

int � interface
j � jet or inlet
n � nozzle
s � solid
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Experimental Investigation on the
Heat Transfer Between a Heated
Microcantilever and a Substrate
This work describes the heat transfer process from a heated microcantilever to a sub-
strate. A platinum-resistance thermometer with a 140 nm width was fabricated on a
SiO2-coated silicon substrate. The temperature coefficient of resistance estimated from
the measurement was 7�10�4 K�1, about one-fifth of the bulk value of platinum. The
temperature distribution on the substrate was obtained from the thermometer reading, as
the cantilever raster scanned the substrate. Comparison between the measurement and
calculation reveals that up to 75% of the cantilever power is directly transferred to the
substrate through the air gap. From the force-displacement experiment, the effective
tip-specimen contact thermal conductance was estimated to be around 40 nW /K. The
findings from this study should help understand the thermal interaction between the
heated cantilever and the substrate, which is essential to many nanoscale technologies
using heated cantilevers. �DOI: 10.1115/1.2953238�

Keywords: atomic force microscope, heated microcantilever, micro-/nanoscale heat
transfer, nanoscale thermometer
Introduction
Since its invention for thermomechanical data storage �1�, the

pplications of a heated microcantilever have expanded to thermal
ip-pen nanolithography �2,3�, thermochemical nanolithography
4�, nanometer-scale thermal analysis �5,6�, and thermally sensed
anotopography �7–9�. Because most of these applications make
se of the thermal interaction between a heated cantilever and a
ubstrate, the heat transfer process must be well understood to
urther improve these technologies based on heated cantilevers.
ignificant efforts have been made to understand the thermal,
lectrical, and mechanical behaviors of heated cantilevers in vari-
us operation conditions �10,11� and environments �12,13�. How-
ver, these studies focused on the cantilever itself, without a de-
ailed heat transfer analysis of the substrate. Although some
tudies considered a substrate when performing the design analy-
is of heated cantilevers for thermomechanical data storage �14�
nd thermally sensed topography �15�, to date, no experimental
nvestigation on the cantilever-to-substrate heat transfer has been
eported.

A probe equipped with a temperature-sensing tip has long been
ncorporated in a scanning probe microscope �SPM� platform for
he development of scanning thermal microscopy �SThM�
16–20�. With the help of SThM, remarkable progress has been
ade in understanding complicated heat transfer mechanisms at

anoscale contacts and their thermal conductances �17,21,22�.
owever, an understanding of the heat transfer mechanisms in
ThM cannot be directly applied to the cantilever-to-substrate
eat transfer for the following reasons. In SThM, the substrate is
sually heated to several tens of degrees above room temperature,

1Corresponding authors.
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nce and Summer Heat Transfer Conference �HT2007�, Vancouver, British Colum-

ia, Canada, July 8–12, 2007.

ournal of Heat Transfer Copyright © 20
whereas the heated cantilever is typically operated at much higher
temperatures from several hundreds to sometimes above 1300 K.
Moreover, the heated cantilever has a relatively large heater area,
e.g., 8�16 �m2. As a consequence, a substantial amount of heat
will be transferred via air conduction to the substrate �7�.

In the present study, a resistive thermometer with a submicron
spatial resolution was fabricated on the substrate to obtain the
surface temperature at various locations with respect to the canti-
lever position. In the following, the experimental setup is de-
scribed first. A semianalytical model is developed to predict the
surface temperature distribution on the substrate. Comparison be-
tween the experiment and the modeling not only reveals the
mechanisms of heat transfer from the cantilever to the substrate
but also allows an estimation of the resultant substrate tempera-
ture changes.

2 Experiment
The heated cantilever is made from doped single-crystal silicon.

It features a “U” shape to accommodate electrical current flow and
has a heater integrated at the free end, as shown in Fig. 1�a�. The
cantilever tip has a height between 500 nm and 1 �m, with a tip
radius of 20–50 nm. The cantilever used in the experiment has a
heater size of 8�16 �m2. The heater region was phosphorus
doped with a concentration around 1017 cm−3. The legs of the
cantilever acted as electrical leads, and thus were heavily phos-
phorus doped to around 1020 cm−3 to achieve low resistivity. The
length and width of each leg are 85 �m and 15 �m, respectively.
When an electrical current flows through the cantilever, more than
90% of the power is dissipated in the highly resistive heater re-
gion, resulting in a temperature increase that can exceed 1300 K
�10�. The thickness of the cantilever was designed to be around
1 �m. While each cantilever has a nearly uniform thickness, the
cantilever thickness can vary slightly over a given batch due to
etch nonuniformity. A thermal constriction region, with a length of
15 �m and a width of 6.5 �m between the heater and each leg,
helps confine to some extent the thermal energy to the heater

region �23�.
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A surface micromachined thermometer with a submicron spa-
ial resolution is well suited to measure the substrate temperature.
ecently, Au /Ni thin-film thermocouples with a submicron junc-

ion have been developed to measure the surface temperature
hange during electron-beam resist heating �24,25�. Although a
hermocouple can achieve good spatial resolution, its low sensi-
ivity is a serious drawback. For example, the Seebeck coefficient
f the thermocouple in Ref. �25� is 6–7 �V /K, which is too small
o accurately measure a temperature change that is less than 10 K.

resistive thermometer has a relatively high sensitivity, although
he achievable spatial resolution is somewhat lower than that of a
hermocouple junction. In the present study, a thin-film platinum-
esistance thermometer �PRT� with a submicron sensing probe
as fabricated. After deposition of a 1-�m-thick SiO2 layer on a
i substrate of 500 �m thickness, a platinum layer of 35 nm

hickness was deposited by e-beam evaporation. The submicron
RT was then fabricated using a focused-ion-beam �FIB� milling
rocess. After the PRT was fabricated, a 5 nm Al2O3 layer was
eposited to prevent electrical interface with the cantilever tip.
he thermometer has a four-wire configuration for accurate mea-
urements of its electrical resistance. Based on the scanning elec-
ron microscopic �SEM� images shown in Fig. 1�b�, the length and
idth of the sensing probe are measured to be 29 �m and
40 nm, respectively, with an uncertainty of 10%. Due to its neg-
igibly small thermal resistance in the vertical direction and very
arge thermal resistance in the lateral direction, the presence of
RT has little influence on the substrate temperature.
The experiment was performed in a commercial atomic force

ig. 1 „a… SEM image of a heated microcantilever. The cantile-
er is made of single-crystal silicon, with a high phosphorus
oncentration in the leg region and a low phosphorus concen-
ration in the heater region. „b… Top views of the fabricated PRT,
btained with SEM with different magnifications. The sensing
robe is 140 nm in width and 29 �m in length. The thickness is
pproximately 35 nm.
icroscope �AFM� platform �Asylum MFP-3D�, illustrated in Fig.

02401-2 / Vol. 130, OCTOBER 2008
2�a�. The AFM was operated in oscillatory ac mode to prevent the
PRT from any possible damage by the contact force of the canti-
lever tip �9�. While the cantilever scans the surface of the PRT
specimen, a topographical image can be obtained with the AFM
instrument using its built-in laser and a position-sensing photodi-
ode detector. Even though the cantilever is operated in ac mode, it
remains in a thermal steady state because the oscillating frequency
�75.6 kHz� is much higher than the inverse of the cantilever’s
thermal time constant �0.3 ms� �9,11�. Thus, the cantilever voltage
can be easily measured without any frequency-domain instrumen-
tation. By monitoring the resistance of PRT during the scan, the
temperature change of the substrate surface can be determined. A
multichannel 16 bit analog-to-digital �A/D� converter embedded
in the AFM controller was used to simultaneously measure the
cantilever and PRT voltage signals.

Both the cantilever and PRT signals were measured in bridge
circuits, illustrated in Fig. 2�b�, to remove any dc offset that could
be more than 1000 times the actual signal. The cantilever voltage
change was measured using a Wheatstone bridge through the po-
tential difference between A and B, i.e., �VC=VB−VA. During the
experiment, the total input voltage, Vin, was feedback controlled
to maintain the cantilever resistance at a prescribed value. For
real-time control, an NI PCI-6052 data acquisition system mea-
sured the voltage drops across the cantilever and the sense resistor
with a sampling rate of 2000 data per second. The LABVIEW pro-
gram was implemented to develop the proportional-integral-
derivative �PID� control of Vin. For the PRT measurement, we

Fig. 2 „a… The experimental setup in an AFM platform. While
the cantilever scans the specimen, the AFM controller simulta-
neously measures the surface topography, the cantilever volt-
age, and the PRT resistance. „b… The bridge circuits used in the
measurements of the cantilever „left… and PRT „right….
used a modified Wheatstone bridge that is compatible with its

Transactions of the ASME
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our-wire configuration. The voltage change of the sensing probe
an be expressed from the voltage difference between C and D as
Vth=1.94�VC−VD�, where the coefficient 1.94 comes from the

ead resistances of the PRT; if the lead resistances are negligibly
mall, the coefficient would become 2. The resistance change of
he sensing probe can thus be obtained from �Rth
�Vth�Rp2 /Vp2�, where Rp2 is the potentiometer resistance ad-

usted to be the same as the base thermometer resistance and Vp2
s the voltage drop across the potentiometer. In the experiment,

k� and 5.16 k� resistors with 1% tolerance were used for the
antilever and thermometer bridge circuits, respectively.

Before the cantilever is engaged on the specimen, the operation
ondition and electrical properties of the PRT were examined. The
riving current Iin was set to 0.2 mA, providing the base ther-
ometer resistance of 3.58 k�. The power dissipation is then

0.3 �W, resulting in a temperature rise of less than 0.03 K. The
esistivity of the Pt strip can be estimated from the measured
esistance and its geometry: 35 nm thick, 140 nm wide, and
9 �m long. The estimated resistivity of 5.63�10−5 � cm is
bout five times that of bulk platinum, i.e., 1.06�10−5 � cm. In a
revious study �26�, the resistivity of an electrodeposited
0-nm-diameter Pt nanowire was reported to be three times of the
ulk resistivity. It is expected that the rough boundaries formed
uring the FIB milling process might enhance boundary scatter-
ng, giving rise to the large resistivity.

Thermal Model
Thermal and electrical coupling of the heated cantilever and the

hermometer complicate the analysis of the experimental results.
owever, this complication can be substantially relieved by the

ppropriate numerical modeling. Thermal and electrical behaviors
f the heated cantilever have been numerically studied when it is
nder the steady heating �10,12,27� and periodic heating �11�.
owever, all of these studies considered only the heated cantile-
er, assuming no thermal interaction with a substrate. Although
ome works investigated the heat transfer from the heated canti-
ever to a substrate �15,28�, the assumption that the substrate

aintains at room temperature has prevented further insight into
eat transfer to the substrate. A different approach that computes
he temperature distribution of not only the cantilever but also the
ubstrate is thus required.

This section describes the calculation of the temperature distri-
ution along the cantilever as well as that of the substrate when
he cantilever is placed above the substrate with a small and par-
llel gap, as illustrated in Fig. 3�a�. As for the cantilever, the
resent analysis adopts a simplified one-dimensional �1D� heat
onduction model. The thermal resistance across the cantilever
hickness and width is very small compared to that along or from
he cantilever, validating the 1D steady thermal modeling given by

d

ds
�kcAc

dTc

ds
� + q̇Ac − qa� − qg� = 0 �1�

here s is the coordinate along the axis of the cantilever, kc and
c are the thermal conductivity and the cross sectional area of the
antilever, and q̇ is the volume density of heat generation. In Eq.
1�, qa�=Ga��Tc−T�� and qg�=Gg��Tc−Ts� are, respectively, the heat
ransfer rate to the ambient air and that through the air gap to the
urface of the specimen per unit length, where Ga� and Gg� are the
orresponding thermal conductances, T� is the ambient tempera-
ure, and Ts is the surface temperature of the specimen. Due to
ymmetry, only half of the cantilever was modeled. The opposite
nd was assumed to be fixed at room temperature �T�� because
he silicon base can be taken as a heat sink. The cantilever tip was
ot considered in the thermal analysis, since the amount of heat
ransferred through the tip will be negligibly small compared to
hat through the air gap. Ga� was calculated from the effective heat

ransfer coefficient h using Ga�=h�wc+2dc�, where wc and dc are,

ournal of Heat Transfer
respectively, the width and thickness of the cantilever. Note that h
is mainly due to heat conduction of the air and is on the order of
1000 W /m2 K, as explained in previous studies �10–12�. Since the
cantilever-substrate gap is in the transition regime between the
continuum and free molecular flow, Gg� can be written as a func-
tion of the gap �29�,

Gg� =
w

t

ka

�
� 1

�
+

C

t
�−1

�2�

where ka is the mean thermal conductivity of the bulk air between
two parallel plates; � is the mean free path of the air; t is the
width of the air gap; and C is a coefficient, which is on the order
of 1 as estimated from rarefied gas dynamics �30�. Near-field ther-
mal radiation was not considered here because the heat transfer
rate due to the near-field radiation is less than 1% of the air con-
duction when the cantilever-specimen gap is near 1 �m �31�. The
thermal conductivity of the cantilever was taken from previous
studies considering the doping level, temperature, and boundary
scattering �13,27,32,33�.

Computing the substrate temperature distribution is compli-
cated because of heat transfer from the U-shaped cantilever and
the presence of the SiO2 film. While the finite-element method
�FEM� can handle geometric complications, it is computationally
intensive, particularly when iteration is required. A semianalytical
approach is thus adopted based on a double-integral Fourier trans-
form �34� and a matrix formulation �35�. Because the air gap is
much smaller than the width of the cantilever, the heat transfer
through the gap may be treated as 1D. In essence, the specimen

Fig. 3 „a… Schematic of the cantilever and the specimen „not to
scale…. The air gap between the cantilever and the specimen is
assumed to be parallel, through which qg is transferred to the
SiO2 film and eventually the Si substrate. „b… The calculation
results of the specimen surface temperature distribution when
the cantilever resistance is 1.75 kΩ.
was treated as being subjected to a cantilever-shaped heat source

OCTOBER 2008, Vol. 130 / 102401-3
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n its top surface. When the heat source is divided into N rectan-
ular segments, the temperature at any given location on the
pecimen surface can be expressed as �34�

Ts�x,y� = T� +
4

�2�
i=1

N �
0

��
0

�

	̃i�
,��cos�
Xi�cos��Yi�d
d�

�3�

here 	̃i�
 ,�� is a Fourier-transformed temperature change due
o the ith segment �35�:

	̃i�
,�� =
qi��km tanh��df� + kf tanh��dm��


���kmkf + kf
2 tanh��df�tanh��dm��

sin�
l�sin��w�

�4�

ere, �Xi ,Yi� is a translated position of �x ,y� based on the center
f the ith segment; qi� is the heat flux; �= �
2+�2�1/2; km and dm
re, respectively, the thermal conductivity and thickness of the Si
ubstrate; kf and df are those of the SiO2 film; and l and w are,
espectively, the half-length and half-width of the segment. It
hould be noted that Eqs. �3� and �4� were formulated under the
oundary condition that the bottom of the substrate maintains at
oom temperature. From the temperature distribution of the sub-
trate, the mean temperature of the PRT sensing probe can be
btained by

Tth =
1

L�
L

Ts�x,y�dl �5�

here L is the length of the sensing probe and dl is either dx or dy
epending on the thermometer alignment.

Equations �1�–�4� are coupled together and should be solved
oncurrently. The temperature distribution along the cantilever
nd that on the specimen surface were iteratively calculated until
he cantilever-to-specimen heat transfer rate, qg, converged within
.1%. It should be noted that qg can be obtained by the integration
f qg� in Eq. �1� along the cantilever. Similarly, the heat transfer
ate to the air, qa, can be calculated from qa�. Once qg is deter-
ined, the temperature distribution on the specimen surface can

e easily calculated from Eqs. �3� and �4�. Figure 3�b� shows an
xample of the surface temperature distribution around the canti-
ever heater region when the cantilever resistance is 1.75 k�. It is
lear that the mean temperature of the PRT can be determined
rom the calculated surface temperature distribution.

Results and Discussion
The heated cantilever was electrically and thermally character-

zed when the cantilever was either far off the specimen or en-
aged on the specimen surface. Figure 4�a� shows the cantilever
esistance as a function of the heater temperature, which was mea-
ured with a micro-Raman spectrometer with a spatial resolution
ear 1 �m �36�. The curve is nonlinear, and the slope becomes
egative when TH900 K �24�. In Fig. 4�b�, the cantilever resis-
ance is plotted against the cantilever power dissipation. When
ompared to the off-specimen case, the resistance curve of the
n-specimen case is largely shifted to the high power dissipation.
his is because the heat transfer rate is enhanced due to the pres-
nce of the specimen. The calculation results based on the mea-
ured resistance-temperature relation are shown as solid curves in
ig. 4�b�. In the off-specimen data analysis, the cantilever thick-
ess was taken as a fitting parameter and a value of dc=620 nm
as obtained. The thickness value is consistent with earlier stud-

es where the thickness was measured with a SEM �10,11�. As
hown in Fig. 4�b�, the calculation agrees with the measurement
ithin 0.5% in the off-specimen case. In the on-specimen analy-

is, the air gap t was taken as a fitting parameter. The calculated
antilever resistance agrees with the measurements within 1.0%.

he air gap is estimated to be 770 nm, which is comparable to the

02401-4 / Vol. 130, OCTOBER 2008
cantilever tip height �	600 nm� measured with SEM. A little
overestimation of the air gap can be explained with two reasons.
The first reason is that in the actual measurement, the cantilever is
not parallel to the substrate but tilted about 11 deg. Because of the
difficulty in the iterative processes, the effect of tilting was not
considered in the modeling. However, since most of heat is trans-
ferred near the free end of the cantilever, the effect of tilting
would not provide significant difference on the results. Another
reason may be because the modeling did not consider the trench
next to the PRT in the real thermometer specimen, as shown in
Fig. 6�a�. Due to the trench whose depth is approximately 60 nm,
the effective air gap will be greater than the cantilever tip height.
Figure 4�c� shows the calculated cantilever power dissipation and
heat transfer rates as functions of the total input voltage. The heat
transfer to the substrate qg is responsible for 70–75% of the can-
tilever power dissipation, whereas the heat transfer to the air qa
accounts for 10–15%. The remaining 10–20% of heat dissipated

Fig. 4 The characteristics of the heated cantilever when it is
off the specimen and on the specimen. „a… The cantilever resis-
tance versus heater temperature measured with a micro-
Raman spectroscope. „b… The cantilever dc characteristic
curves are compared between the off-specimen and on-
specimen cases. „c… The calculation reveals that up to 75% of
the cantilever power is transferred to the substrate via the air
gap and SiO2 film.
in the cantilever is transferred by conduction along the legs. Be-

Transactions of the ASME
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ause the thermal conductivity of heavily doped silicon is lower
oward higher temperatures, the rate of heat transfer via the can-
ilever legs decreases with increasing Vin.

The PRT was characterized by placing the heated cantilever on
he thermometer with two different directions: parallel alignment,
nd perpendicular alignment, as illustrated in Fig. 5. Figure 5�a�
hows the resistance change of the PRT, �Rth, as the cantilever
ower increases. The thermometer resistance increases more
teeply when the cantilever is aligned in parallel with the PRT
ensing probe than when the cantilever is aligned perpendicular to
t. This is because more area of the thermometer is underneath the
antilever. Figure 5�b� plots the measured thermometer resistance
gainst the calculated average thermometer temperature rise. The
emperature coefficient of resistance �TCR� was estimated to be
.76�10−4 K−1 from the parallel alignment and 7.74�10−4 K−1

rom the perpendicular alignment. These values are near one-fifth
f the TCR of bulk platinum, which is 0.0039 K−1. The difference
f the thermometer TCR for the two alignments may be attributed
o the presence of the trench in the specimen. As mentioned ear-
ier, the presence of the trench may increase the effective
antilever-PRT air gap. Following the trench orientation, the ef-
ective air gap for the perpendicular alignment will be smaller
han that for the parallel alignment; this results in a slightly higher
ubstrate surface temperature increase for a given cantilever
ower. Since our calculation did not consider the presence of the
rench, the calculated substrate temperature increase for the per-
endicular alignment could be lower than the true value, yielding
somewhat higher TCR. Another reason may be caused by the
isalignment of the cantilever, particularly in the perpendicular

ase, where oblique alignment of the cantilever will cover rela-
ively a larger area of the sensing probe and thus yield a higher
stimated TCR. The temperature-dependent electrical resistance
f nanostructured platinum has been reported by several research

ig. 5 The characteristics of the PRT. „a… The thermometer re-
istance change is linearly proportional to the cantilever power.
he slope difference between parallel and perpendicular align-
ents is attributed to the effective heat transfer area. „b… By

omparison of the measurement and the calculation, the TCR
f the thermometer is estimated to be between 6.76Ã10−4 K−1

nd 7.74Ã10−4 K−1.
roups. The TCR of microfabricated Pt structures depends

ournal of Heat Transfer
strongly on the characteristic length as well as on the fabrication
method. Marzi et al. �26� obtained 0.0014 K−1 as the TCR of an
electrodeposited Pt nanowire of 70 nm in diameter, and Zhang et
al. �37� measured the TCR of a polycrystalline Pt nanofilm of
62 nm in thickness to be 0.0013 K−1. The lower TCR values ob-
tained for the PRT in the present study may be consistent with its
higher resistance values. An experimental calibration of the fabri-
cated PRT was originally planned but could not be materialized
due to the damage occurring in the PRT after several measure-
ments.

Figure 6�a� shows the topographic image, obtained in ac mode,
of the specimen around the PRT. The upper plot is the line scan
along AA�, where the sharp peak in the middle is associated with
the Pt strip. Around the peak was a nearly 60-nm-deep trench,
indicating that the FIB milling has overetched the sample. The
overetching is unavoidable to guarantee the complete removal of
the residue platinum and its adverse effect on the temperature
measurement. Figure 6�b� shows the scanned cantilever voltage
change while the cantilever resistance is maintained at 1.75 k�.
The cantilever voltage image is inverse to the topographic image,
because more power is needed to maintain the cantilever tempera-
ture as it moves closer to the substrate. The estimated sensitivity
of the voltage signal change is approximately 130 �V /nm, which
is similar to the previous experiment �9�. However, when com-
pared to Ref. �9� that did not use feedback control, Fig. 6�b�
exhibits higher noise. Due to the limited computation speed of
real-time control, the sampling rate was set to 2000 data per sec-
ond, yielding 0.5 ms interval between adjacent data points. This
interval is comparable to the thermal time constant of the cantile-
ver and thus cannot perfectly control the cantilever resistance,
resulting in a higher noise floor. The noise will be suppressed in
the actual measurement by averaging over a large number of
samples.

The resistance change of the PRT is shown in Fig. 6�c� for
parallel alignment as a function of the position �x ,y� of the can-
tilever tip with respect to the Pt strip. When the tip is in the middle
of the PRT, the average temperature of the PRT is the highest. The
scanning speed was set to 0.5 Hz for scanning a line of 35 �m.
With 256 points per line, the spatial resolution is about 140 nm,
and it takes about 4 ms to measure each point. If the specimen is
assumed as a semi-infinite medium with a point heat source, the
thermal time constant of the specimen is about 10 �s. Hence, the
scanning speed is slow enough for steady state to be established in
the substrate. The maximum resistance increase is near 17 �,
which can be converted to 7.0 K temperature rise. Although the
cantilever heater is maintained at about 670 K and transfers
4.8 mW to the substrate, this small temperature rise at the speci-
men surface is because the heat is quickly spread into the silicon
substrate due to its large thermal conductivity. After the cantilever
passes the PRT, its resistance gradually decreases. However, heat
transfer from the cantilever leg affects the substrate temperature,
resulting in the asymmetric resistance curve. For comparison, the
calculated resistance is plotted against the measurement on the top
graph of Fig. 6�c� when the AFM scans across the AA� line. The
calculated resistance change is steeper than that from the experi-
ment. This suggests that the 1D model of heat transfer through the
air gap may be an oversimplified approach and the lateral heat
spread from the cantilever heater should be further considered.

Figure 6�d� shows the PRT contour and curves along the AA�
line when the cantilever is in perpendicular alignment. When
compared to Fig. 6�c�, the resistance profile becomes much flatter
because the thermometer is still exposed to the cantilever heater
although the cantilever tip has been moved away from the Pt strip.
However, the area of the PRT underneath the cantilever heater is
only about half of that in the parallel alignment, resulting in about
a half of the resistance increase in Fig. 6�c�. The calculation
agrees very well with the measurement. Although Fig. 6�c� shows
a discrepancy between the calculated resistance change and the

measured one, they occupy the almost the same area under their
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urves within 5%. Provided that the thermometer signal is the
veraged one over the thermometer length, the averaged tempera-
ure for the perpendicular alignment should not differ significantly
etween the calculation and the measurement.

Figure 7 shows the cantilever voltage and resistance �and the
orresponding average temperature� of the PRT during a single-
ine scan for various cantilever resistances from
.0 k� to 2.0 k�. The corresponding heater temperatures are
00 K, 520 K, 600 K, 670 K, and 740 K. The measurement was
erformed 128 times for each cantilever resistance setting across
he same scan line �i.e., the center of the sensing probe�, and the
verage of the 128 runs is plotted. Figure 7�a� shows the cantile-
er voltage curves in the same figure by ignoring the dc offset.
hen the cantilever is operated at higher resistances, the cantile-

er voltage changes more prominently due to the increasing slope
f the resistance-temperature curve in this range. The sensitivity
f the cantilever voltage signal versus the cantilever height is
round 200 �V /nm at RC=2.0 k�.

Figure 7�b� shows the PRT response during the scan in parallel
lignment. The uncertainty in the PRT resistance is estimated to
e around 0.40–0.45 �. The estimated uncertainty is a Type A
tandard uncertainty arising from random effects during 128 mea-
urements, determined based on 95% confidence level; a Type B

Fig. 6 AFM images when the cantilever
perpendicular alignments while maintainin
eter topographic image, „b… cantilever volta
in parallel alignment, and „d… thermometer
The calculation results of the thermometer
ncertainty arising from a systematic effect was assumed to be
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negligibly small. The right scale indicates the converted average
temperature rise of the PRT. The small dip near the peak of the
curve corresponds well with the cantilever voltage dip shown in
Fig. 7�a�. When the cantilever moves from trenches to the middle
of the PRT Pt strip, the cantilever-specimen gap increases by as
large as 95 nm, resulting in the decrease in the heat transfer rate to
the specimen. A dip depth of the PRT signal at RC=2.0 k� is
around 1.0 �, corresponding to 0.25 K temperature decrease. The
magnitude of this temperature decrease suggests that even though
the nanoscale heat transfer near the tip may be important for local
heating of the substrate �14�, air conduction is the dominant
mechanism in the cantilever-to-substrate heat transfer process.
The uneven topography of the fabricated PRT in the present study
does not allow measurement of the temperature rise due to heat
transfer near the tip. In future work, this localized temperature rise
needs to be measured with a thermometer that has a spatial reso-
lution comparable to the tip radius. However, it should be noted
that the electrical resistance and the TCR of the thermometer will
decrease as the probe size is reduced, degrading the measurement
sensitivity. The trade-off between sensitivity and spatial resolution
must be carefully considered when designing a nanoscale ther-
mometer.

The perpendicular-aligned scanning results are shown in Fig.

ns over the thermometer in parallel and
s resistance at 1.75 kΩ. „a… The thermom-
image, „c… thermometer resistance image

istance image in perpendicular alignment.
istance are shown together in „c… and „d….
sca
g it
ge

res
7�c�, with uncertainties of around 0.40 � at Rc=1.0 k� and
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.20–0.25 � at other operation conditions. As already observed in
ig. 6�d�, there exists a flat region on the order of the cantilever
eater width. The resistance of the PRT experiences a small in-
rease for x from approximately 17 �m to 26 �m; this is due to
he presence of the trench that causes the cantilever to be closer to
he specimen. Right at the middle of the Pt strip, the cantilever is
aised and the resistance or temperature of the PRT exhibits a dip.
he curves are slightly asymmetric, which is mostly likely caused
y the uneven mount of the cantilever. Another possibility is that
he cantilever temperature profile may be asymmetric due to ther-

oelectric effects. Recently, Jungen et al. �38� demonstrated that
he Thomson effect becomes important when the device dimen-
ion is significantly reduced, causing the asymmetric temperature
rofile of the device.

Since the scanning experiment cannot measure the localized
eat transfer near the tip due to the uneven topography of the PRT,
n alternative approach should be considered. To this end, the
o-called force-displacement experiment was performed. In the
xperiment, the cantilever deflection, cantilever voltage, and ther-
ometer resistance were simultaneously recorded while the

eated cantilever approached and retracted from the thermometer

ig. 7 The cantilever signals and thermometer signals when
he cantilever resistance is controlled with different values. As
he cantilever is maintained with higher resistance, more heat
s transferred between the cantilever and substrate, resulting in
a… an increase in �VC, „b… an increase in �Rth for parallel align-
ent, and „c… an increase in �Rth for perpendicular alignment.
ligned in parallel with the cantilever. Figure 8�a� shows the can-

ournal of Heat Transfer
tilever deflection for different cantilever resistances. When the
cantilever approaches the substrate, the cantilever deflection sig-
nal remains nearly unchanged until the cantilever contacts the
thermometer. The cantilever then “jumps” to contact with the ther-
mometer due to the attractive force between the tip and thermom-
eter. This attractive force is also responsible for the “snapping”
out of contact when the cantilever retracts from the thermometer.
Since the temperature in all cases is well above the saturation
temperature of water, we presume that the heated cantilever lo-
cally evaporates most or all of the adsorbed water near the tip.
Thus, the attractive force may not originate from the capillary
effect of the water film formed between the cantilever tip and
thermometer, as is the case of the SThM experiment at near room
temperature �21,39�. The attractive force may be the combination
of the electrostatic force and the thermal force �40�. Figures 8�b�
and 8�c�, respectively, show the cantilever voltage and thermom-
eter resistance change during the force-displacement experiment.
When the cantilever approaches the thermometer, both the canti-
lever and thermometer signals increase because more heat is

Fig. 8 The force-displacement experiment results when the
cantilever is aligned with the nanothermometer in parallel and
controlled with the cantilever resistance. „a… The deflection sig-
nal shows that as the cantilever resistance increases, the can-
tilever bends down due to electrostatic and thermal forces. „b…
The cantilever voltage increases as the cantilever approaches
the substrate to maintain the temperature. „c… As a result, the
thermometer resistance increases as the cantilever ap-
proaches the substrate.
transferred to the substrate. Upon contact, both the cantilever and
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RT signals make stepwise changes and remain almost constant
fterward, as the air gap does not change anymore.

For the quantitative investigation of the tip-specimen conduc-
ion, the force-displacement results at Rc=2.0 k� are replotted in
ig. 9. At the moment the cantilever contacts the PRT, the ther-
ometer resistance jumps up by 1.2�0.1 �, which corresponds

o 0.50�0.04 K temperature rise. At the same time, the cantilever
oltage changes by 6.0�0.6 mV, corresponding to
7.3�0.5 �W cantilever power change. When considering the
forementioned cantilever voltage sensitivity �i.e., 200 �V /nm at
c=2.0 k��, the cantilever jump-in and resultant change of its
ertical displacement �i.e., 6 nm� would correspond to only
.2 mV in the cantilever voltage change. Thus, a significant
mount of the cantilever voltage change is due to the heat transfer
hrough the nanocontact between the cantilever tip and the speci-

en. The effective contact thermal conductance estimated from
he simple thermal network analysis is Gb=40�10 nW /K. This
stimated contact thermal conductance falls into the range of what
as suggested by previous works �6,17,21�; they estimated the

ontact thermal conductance to be 10–100 nW /K, depending on
he contacting area. The estimated contact thermal conductance

ay include other thermal resistances such as tip resistance and
pread resistance in the substrate �6�. It should be noted that the
hermal conductance due to the air conduction from the cantilever
eater to the specimen is estimated to be around 14.9 �W /K at
c=2.0 k�, which is still two orders of magnitude larger than the
ontact conductance.

Conclusions
The heat transfer between a heated microcantilever and a sub-

trate is investigated by measuring the surface temperature rise
ith a fabricated PRT on a SiO2-coated Si substrate. The esti-
ated TCR of the thermometer is around 7�10−4 K−1, approxi-
ately one-fifth of the bulk value for platinum. The use of the
RT in an AFM platform enables the determination of the surface

emperature change while the heated cantilever scans. Simulta-
eous measurements of the surface topography, cantilever tem-
erature, and the substrate surface temperature provide the accu-
ate cantilever-substrate heat transfer rate. When the cantilever is
ngaged on the specimen, up to 75% of the cantilever power is
ransferred to the substrate. However, the surface temperature in-
rease is less than 10 K due to the high thermal conductivity of
he Si substrate. From the force-displacement experiment, the ef-
ective contact thermal conductance is estimated to be around

ig. 9 The force-displacement experiment result at Rc
2.0 kΩ, which is magnified on the moment of contact. There

s a jump on the cantilever and thermometer signals when the
antilever contacts the substrate, from which the effective con-
act conductance can be estimated to be around 40 nW/K.
0 nW /K, which is still two orders of magnitude smaller than that

02401-8 / Vol. 130, OCTOBER 2008
of the cantilever-substrate air conduction. This indicates that the
air conduction is the dominant heat transfer mechanism between
the heated cantilever and the substrate. The obtained results will
facilitate further understanding of the thermal behavior of the
heated cantilever during the actual operation and the resulting
heating effect on the substrate.
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Nomenclature
A � surface area �m2�

Ac � cross sectional area of the cantilever �m2�
d � thickness �m�

G� � thermal conductance per unit length �W/m K�
Gb � effective tip-specimen conductance �W/K�

h � effective heat transfer coefficient �W /m2 K�
I � electrical current �A�
k � thermal conductivity �W/m K�
L � length of the PRT
q � heat flow rate �W�

q� � heat flow rate per unit length �W/m�
q� � heat flux �W /m2�
q̇ � volume density of heat generation �W /m3�
R � electrical resistance ���
s � coordinate along the axis of the cantilever �m�
T � temperature �K�

T� � ambient or room temperature �K�
t � air gap between the cantilever and the sub-

strate �m�
V � voltage �V�

wc � cantilever width �m�

Greek Symbols
� � cantilever deflection �m�
� � mean free path of air �m�

Subscripts
a � air
c � cantilever
f � SiO2 film
g � gap
H � cantilever heater
m � substrate
s � surface of the specimen

th � PRT
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Measurement of the Thermal
Conductivity and Heat Capacity of
Freestanding Shape Memory Thin
Films Using the 3� Method
An accurate measurement of the thermophysical properties of freestanding thin films is
essential for modeling and predicting thermal performance of microsystems. This paper
presents a method for simultaneous measurement of in-plane thermal conductivity and
heat capacity of freestanding thin films based on the thermal response to a sinusoidal
electric current. An analytical model for the temperature response of a freestanding thin
film to a sinusoidal heating current passing through a metal heater patterned on top of
the thin film is derived. Freestanding thin-film samples of silicon nitride and nickel
titanium (NiTi), a shape memory alloy, are microfabricated and characterized. The ther-
mal conductivity of thin-film NiTi, which increases linearly between 243 K and 313 K, is
40% lower than the bulk value at room temperature. The heat capacity of NiTi also
increases linearly with temperature in the low temperature phase and is nearly constant
above 280 K. The measurement technique developed in this work is expected to contrib-
ute to an accurate thermal property measurement of thin-film materials. Thermophysical
measurements on NiTi presented in this work are expected to aid in an accurate thermal
modeling of microdevices based on the shape memory effect. �DOI: 10.1115/1.2945904�

Keywords: thermal conductivity, thin film, 3� method, shape memory effect, thermal
characterization, microfabrication, heat capacity
Introduction

Freestanding thin films are used in a variety of microelectrome-
hanical systems �MEMS�–based applications such as micro-
umps �1�, gas sensors �2�, pressure sensors �3�, microvalves �4�,
nd microactuators �5�. The performance of such MEMS-based
ystems is often linked to thermal conduction phenomena in the
evice. For example, in a thin-film microheater device, the re-
ponse time and maximum temperature reached are functions of
he heat capacity and thermal conductivity of the thin-film mate-
ial. Thermophysical properties of thin films deviate significantly
rom the bulk-form value due to a variety of reasons including
oundary effects �6�. Apart from thickness, there is also a strong
ependence on the method of deposition of the thin film �7,8� and
n temperature �9,10�. In situ thermophysical measurement is thus
ssential for accurate modeling and performance prediction of
hermal-based microdevices.

There are a broad variety of electrical and optical methods for
he measurement of thermal properties of thin films �11,12�. Meth-
ds based on electrical heating are among the most popular and
se either steady-state or transient heating. The steady-state elec-
rical methods involve passing direct current through a metal
eater and measuring the temperature rise, either by using a sepa-
ate temperature sensor or by using the heater itself as a thermom-
ter. The temperature rise may be used to determine the thermal
onductivity of the material of interest using, for example, the
ourier law of heat conduction. Transient methods typically mea-
ure either the time response of the material of interest to a heat-
ng signal or the thermal response to sinusoidal heating generated

1Present address: Freescale Semiconductor, Austin, TX 78754.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 4, 2007; final manuscript received
anuary 11, 2008; published online August 8, 2008. Review conducted by Yogendra

oshi.

ournal of Heat Transfer Copyright © 20
by an alternating current. Apart from electrical methods, tech-
niques based on other phenomena such as reflectance �13,14� and
photoacoustics �15,16� have also been used.

The thermophysical properties of thin films deposited on a thick
substrate of well-known thermal properties have been measured in
a number of papers using a variety of methods �17–19�. For ex-
ample, the 3� method has been used to determine thin-film ther-
mal conductivity by assuming the thermal resistances through the
thin film and the substrate to add up in series �20�. The thermal
conductivity is then determined by measuring the thermal re-
sponse of a film-on-substrate system and comparing it with the
thermal response expected in the absence of the thin film. How-
ever, such a measurement does not take into account the thermal
contact resistance between the thin film and substrate, which is
known to play a significant role in heat transfer in microstructures.
In addition, the heat capacity of the thin-film material cannot be
measured using this method. While there is a wide literature on
thermal measurements on a thin film deposited on a substrate,
only a limited number of measurements have been made on free-
standing thin films �21–23�.

This paper develops a variation of the 3� method for a simul-
taneous measurement of in-plane thermal conductivity and heat
capacity of freestanding thin films. The method is applied to sili-
con nitride and nickel titanium �NiTi� films of thickness near
1 �m. NiTi is a shape memory alloy that has attracted much re-
search in the MEMS community due to its interesting mechanical
properties �24,25�. The capability of shape memory alloys to re-
cover large thermal strains has been used in actuation-based mi-
crodevices such as micropumps and microvalves. �1,5�. The work
output of thin-film shape memory based actuation is superior to
other comparable actuation technologies �24�. More recently, the
excellent chemical resistance and biocompatibility of shape
memory alloys have led to the development of exciting biomedi-
cal applications, including stents and drug delivery �26�, tissue

fixation �27�, etc.
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NiTi is a nearly stoichiometrically equal alloy of Ni and Ti.
hile NiTi has been widely used in its bulk form, its application

o MEMS was long hindered by difficulties in depositing thin
lms of NiTi with accurately controlled stoichiometric ratio of Ni
nd Ti �28�. This led to problems in reproducing the shape
emory effect, which is extremely sensitive to the ratio of the

onstituent elements in the shape memory alloy. Robust tech-
iques based on two-source sputter deposition have recently been
eveloped for obtaining good quality thin films of NiTi �29�. This,
ombined with other microfabrication capabilities makes thin-film
hape memory alloys very attractive for actuation related MEMS
pplications, including micropumps, microgrippers, etc.

While the electric and mechanical properties of shape memory
lloys have been well investigated, there has been relatively lesser
ork in characterizing their thermophysical properties. Since the

ctuation of shape memory microdevices occurs by temperature
odulation due to electrical heating, the thermophysical proper-

ies of the thin-film shape memory material play an important role
n determining its performance characteristics. While some ther-

al conductivity measurements of shape memory materials have
een reported �30–32�, none of this work addresses the thin-film
orm. Thus, an investigation of thermophysical properties of thin-
lm shape memory alloys may lead to a better understanding of

heir thermomechanical behavior and the development of more
ccurate performance prediction tools for shape memory based
icrodevices.
The next section presents the derivation of the 3� response of a

reestanding thin film to a sinusoidal electric current passed
hrough a metal heater patterned on top of it. Design and micro-
abrication of MEMS-based freestanding thin-film structures are
escribed next, followed by a discussion of the experimental data
nd comparison with the analytical model.

Theory
The 3� method �17� is a powerful tool for thermophysical

roperty measurement and has been used extensively for a wide
ariety of materials including dielectrics �18,33�, superlattice ma-
erials �34�, complex alloys �19�, etc. The 3� method is based on
he temperature-dependent electrical resistivity of metals. A thin

etal line is deposited on the material of interest, and a small
inusoidal electric current is passed through it. Since the electric
urrent is sinusoidal at frequency �, the resultant Joule heating,
nd hence the temperature of the metal line, has a component that
scillates at a frequency of 2�. The amplitude of this temperature
scillation is a function of the heating power, geometry, and ther-
ophysical properties of the material of interest. Thus, the mea-

urement of the 2� temperature oscillation amplitude provides a
eans of determining the thermal properties of the material. This
easurement is performed indirectly by measuring the 3� voltage

nduced due to the electric current that oscillates at frequency �
nd the temperature-dependent electrical resistance of the metal
eater, which oscillates at frequency 2�. The two quantities are
elated by the following equation �17,35�:

�T2� = 2
dT

dR

R

V
V3� �1�

he 3� method was first used for measurements on a substrate
hat was much thicker than the thermal penetration depth of the
hermal wave produced by the sinusoidal current. In this case, a
emi-infinite assumption was used to simplify and solve the gov-
rning energy equation. This method fails for freestanding thin
lms since the current frequency would have to be unrealistically
igh to still satisfy the semi-infinite assumption. The 3� method
as been modified for measuring thermal properties of thin films
eposited on a substrate with well-known properties �20�. In this
ase, the thermal resistances through the thin film and the sub-
trate are assumed to add up in series. Thus, the temperature os-

illation amplitude with the thin film exhibits a constant
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frequency-independent difference from the value expected if only
the substrate were present. This difference is used to determine the
thermal conductivity of the thin film. This method cannot measure
the heat capacity of the thin film. In addition, the boundary ther-
mal resistance between the thin film and substrate remains unac-
counted for. Some work has also been done on using numerical
simulations for applying the 3� method for freestanding thin films
�36�. However, the development of an analytical method for ther-
mal measurements remains highly desirable.

Consider the geometry shown in Fig. 1. The thin-film mem-
brane is supported all around by a substrate material. While the
method outlined in this work may be used for any geometry, a
rectangular membrane with dimensions 2a and 2b is considered in
detail here. The thickness of the membrane is tm. A metal heater of
width w and height h is patterned in the center of the membrane.
w and h are both small compared to the membrane dimensions.
Thus, heat transfer within the metal may be neglected and the
metal heater may be treated as a line source of heat. The metal
heater is assumed to carry sinusoidal electric current of amplitude
I and frequency �. The electrical resistance of the metal heater is
R. The out-of-plane thin-film thermal resistance is assumed to be
small compared to the in-plane thermal resistance, so that the thin
film may be treated as isothermal in the z-direction. Further sim-
plification may be obtained by assuming convection and radiation
to be negligible compared to conduction in the membrane plane.
Under these assumptions, the governing energy equation may be
simplified to

�2�

�x2 +
�2�

�y2 =
q̇�

k
+

1

�

��

�t
�2�

where � represents the temperature rise over the substrate tem-
perature. Note that q̇m is the volumetric heat generation rate and �
is the thermal diffusivity.

In order to solve the energy equation, the membrane is divided
into two equal parts separated by the metal heater. Thus the metal
heater forms one of the domain boundaries, and heat generation in
the metal heater may be modeled as a heat flux boundary condi-
tion. The membrane boundaries may be assumed to be isothermal
due to the large thermal mass of the substrate material. Thus, the
boundary conditions and initial condition for Eq. �2� may be writ-
ten as

��0,y,t� = ��b,y,t� = ��x,0,t� = 0

��

�y y=a =
I2 sin2��t�R

2k�tmb�
=

I2R

2k�tmb�
�1 − cos�2�t�

2
� �3�

��x,y,0� = 0

The governing energy equation derived here is a linear time-
dependent partial differential equation �PDE� with all homoge-
neous boundary conditions except one. In order to solve this PDE,
the solution is assumed to be the sum of a steady-state component
�ss�x ,y� corresponding to the steady component of Joule heating
due to the sinusoidal current and a time-dependent component

Fig. 1 Schematic showing the geometry of the freestanding
thin film suspended on a substrate
�tr�x ,y , t� that consists of the transient and sinusoidal terms. The
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olution for the steady-state component is easily determined using
he method of separation of variables to be

�ss�x,y� = �
n=1

�

−
I2R„1 − cos�n��…

2ktm�n��2 cosh�n�a

b
� sin�n�x

b
�sinh�n�y

b
�
�4�

he method of integral transforms �37� is used to derive the solu-
ion for the transient component. This method involves assuming
he solution of the nonhomogeneous problem to be a linear com-
ination of the general solutions of the corresponding homoge-
eous problems and deriving ODEs for the time-dependent coef-
cients in the linear combination. The solution for the transient

emperature response is found out to be

�tr�x,y,t� = �
m=1

�

�
n=1

�

Cm,n�t�sin�n�x

b
�sin� �m + 1/2��y

a
� �5�

here

Cm,n�t� =
4�2

�m,n
2 + 4�2

	m,n

2�m,n
e−�m,nt +

	m,n

2��m,n
2 + 4�2

sin�2�t + 
m,n�

�6�

he phase angle 
m,n may be expressed in terms of the input
arameters as follows:


m,n = tan−1��m,n

2�
� �7�

ote that in Eqs. �6� and �7� above,

	m,n = �− 1�m+1�1 − �− 1�n�
4�

n�a

I2R

2ktmb
�8�

�m,n = ��2	�m + 1/2
a

�2

+ �n

b
�2


quations �4� and �5� represent the solution of the energy equation
hat governs the temperature profile on the thin-film membrane.
he steady-state component of the temperature solution varies lin-
arly with the input power, with the slope being related to the
hermal conductivity of the thin film. The sinusoidal component
scillates at a frequency that is twice that of the heating current. In
rder to extract measurable quantities from this thermal model,
he steady-state and sinusoidal temperature components are aver-
ged along the heater by integration to yield the following average
uantities for the metal heater:

�̄av = �
n=1

�
I2R

2ktm�n��3 �1 − cos�n���2 tanh�n�a

b
�

�9�

�̄2� = �
n=1

�

�
m=1

�

−
	m,n

2��m,n
2 + 4�2

sin„�m + 1/2��…�1 − cos�n���
n�

hile �̄av represents the average heater temperature rise due to

oule heating, �̄2� represents the amplitude of the temperature
scillation at 2� frequency due to the sinusoidal nature of heating.
easurement of these quantities provides two equations from
hich two thermophysical properties, namely, thermal conductiv-

ty and thermal diffusivity �or heat capacity�, may be determined.
ote that only thermal conductivity appears in the equation for

av. It is relatively easier to measure �̄av and �̄2� indirectly by
easuring the related voltage harmonics. The relationship be-

ween the temperature quantities and voltage harmonics is as fol-

ows:

ournal of Heat Transfer
V� = IR + I
dR

dT
�̄av

�10�

V3� = 2I
dR

dT
�̄2�

Note that from Eq. �9�,

�̄2� → 0 as � → �,
d�̄2�

d�
→ 0 as � → 0 �11�

i.e., at large frequencies, the temperature oscillation becomes too
small to be measured accurately, while at the low frequency end,
it is a weak function of frequency. The temperature oscillation is
most sensitive to frequency in a specific frequency window where
� is comparable to �. Physically, the high frequency behavior is
explained by the fact that at large frequencies, the thermal pen-
etration depth becomes comparable to the membrane thickness, as
a result of which the boundary condition at the other side of the
thin film begins to play an important role in the heat transfer
problem. On the other hand, at low frequencies, the thin film has
sufficient time to equilibrate, and thus the sinusoidal effect of the
heating current is lost, resulting in the loss of sensitivity of the
temperature oscillation to frequency.

The next section discusses the design and microfabrication of
freestanding thin-film structures using MEMS technology. Ther-
mophysical measurements using the analytical model derived in
this section are described next.

3 Microfabrication and Experimental Setup

3.1 Design and Microfabrication. Freestanding thin-film
structures based on MEMS technology are designed and micro-
fabricated. Two thin-film materials are investigated—silicon ni-
tride and NiTi. Some of the important design considerations for
the thin-film structures include the material and film thickness,
and the dimensions and material of the metal features. Freestand-
ing thin films of materials such as silicon oxide tend to crumple
and often break due to the high compressive stress in the oxide
films. On the other hand, silicon nitride films do not show this
behavior due to the tensile stress in these films. However, if the
tensile stress in the films is too high, they may be prone to crack-
ing. It is well known that the residual stress in deposited films
may be controlled by changing the chemical composition of the
film.

The metal heaters patterned on top of the thin film are designed
to be 10 �m wide and 0.1 �m thick. These dimensions ensure
high electrical resistance and reasonably low current density dur-
ing operation. The film is chosen to be around 1.0 �m thick in all
experiments in order to have sufficient mechanical robustness
when released from the substrate. While NiTi is inherently com-
pressive in nature, the process conditions for silicon nitride are
chosen in order to result in a film with a small amount of tensile
stress.

Microfabrication is carried out at the Stanford Nanofabrication
Facility �SNF�. 4 in., 300 �m thick, double side polished Si wa-
fers are used. A thin layer of thermal oxide is first grown on the
wafers in order to electrically passivate the thin film of interest
from the silicon substrate. This step is omitted when the thin-film
material is an insulator. This is followed by deposition of the thin
film of interest. The silicon nitride film is deposited in a low
pressure chemical vapor deposition �LPCVD� furnace at 850°C.
A high ratio of dichlorosilane to ammonia of 14:1 ensures a
silicon-rich film with low residual tensile stress. The NiTi film is
sputter deposited at less than 100°C in an argon atmosphere at a
base pressure of 10−7 Torr. Following the film deposition, the wa-
fers are annealed at 500°C in vacuum for a few minutes and
allowed to cool down to room temperature. NiTi deposition is
carried out by the TiNi Alloy Company, San Leandro, CA. Phase

transformation temperature of the sputtered NiTi films is around
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°C. Following sputtering, the NiTi film is passivated by a
.4 �m low temperature oxide �LTO� film deposited in a LPCVD
urnace at 400°C. 0.1 �m aluminum is then sputtered on the wa-
ers. Metal features are defined using photolithography and metal
tch in a plasma etcher. Front-to-backside photolithography is
hen performed in order to define features to be etched on the
afer backside. Following the attachment of a backing wafer us-

ng photoresist, the wafers are etched from the backside in a deep
eactive ion etcher. Due to nonuniform etching across the wafer,
he etching is stopped when about 10–20 �m silicon is left, and
he wafers are diced. Individual devices are then separately etched
o completion. This minimizes overetching of the thin film of
nterest. Photoresist is washed off in acetone, and individual de-
ices are packaged in a ceramic chip carrier. Electrical contact
ads are wire bonded. Figure 2 shows a picture and scanning
lectron micrograph �SEM� of a silicon nitride thin-film structure
icrofabricated in this manner. Note that the film is stretched out

ue to the residual tensile stress in silicon nitride. On the other
and, NiTi is compressive in nature, and thus the NiTi thin films
re wavy in nature, as shown in Fig. 3.

3.2 Experimental Setup. Figure 4 shows a schematic of the
xperimental setup used for thermophysical characterization of
reestanding thin films. The setup consists of a vacuum chamber
ith a temperature-controlled platform. A proportional-integral-
erivative �PID� controller maintains the desired platform tem-
erature using liquid nitrogen and a Joule heater. The ceramic
ackage carrying the MEMS device is attached to the platform.
ires soldered to gold pads on the ceramic package are used to

lectrically probe the MEMS device. The chamber is connected to
vacuum pump capable of delivering a pressure of 10 mTorr. All

xperiments are performed at 10 mTorr or less in order to rule out
onvective effects. Radiative losses are also negligible due to the
mall temperature rise in the samples. An SRS 830 lock-in ampli-

Fig. 2 A picture and SEM showing the sili

ig. 3 An image of the freestanding NiTi thin film. Note the
idgy membrane surface due to the compressive residual

tress in the film.
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fier is used for supplying sinusoidal electric current and for mea-
suring voltage harmonics V� and V3� generated across the metal
heater. An HP 3458A multimeter is used for current measurement.
Since the third harmonic of voltage is much smaller than the first
harmonic, an accurate measurement of the former requires the
arrangement of the metal heater as one of the arms of a Wheat-
stone bridge. The bridge is balanced using a variable resistor arm.
The third harmonic of voltage is then easily measured across the
balanced bridge, while the first harmonic of voltage is directly
measured across the metal heater.

4 Results and Discussion
As a first step, the electrical resistance of the metal heater is

measured as a function of temperature. The test current is chosen

nitride freestanding thin-film microdevice

Electrical
Connections

To
Vacuum
PumpLiquid N2Out

Heater

Liquid N2 In

Thermocouple

Sample with free�
standing thin film

Electrical
Connections

To
Vacuum
PumpLiquid N2Out

Heater

Liquid N2 In

Thermocouple

Sample with free�
standing thin film

Fig. 4 A schematic of the experimental setup used for
temperature-dependent thermophysical measurements on free-
standing thin films

Fig. 5 Plot of the heater electrical resistance as a function of
temperature. A linear temperature dependence is observed as

expected.
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Journal of Heat Transfer
to be small enough to not cause significant self-heating. As shown
in Fig. 5, the electrical resistance is found to be a linear function
of temperature, with a temperature coefficient of 0.0022 K−1.
Next, the heater temperature rise is measured as a function of
heating power. Figure 6 shows a plot of the average temperature
rise as a function of the heating power. As expected, the average
temperature rise has a linear dependence on the heating power.
There is a good agreement between experimental data and the
analytical model presented in Sec. 2. Thermal conductivity of the
freestanding thin film may be determined from the slope of the
least-squares fit of the analytical model to the experimental data.
Once the thermal conductivity has been determined, the amplitude
of 2� temperature oscillation is measured and plotted as a func-
tion of the frequency of the electric current. As shown in Fig. 7,
there is a good agreement between the experimental data and the
analytical model represented by Eq. �9�. The temperature oscilla-
tion is most sensitive to frequency in a window of roughly
40–1000 Hz. With the thermal conductivity already determined
using the average heater temperature rise, least-squares fitting of
experimental data for the 2� temperature oscillation is used to
determine the thermal diffusivity of the thin film. Heat capacity of
the film can also be determined by combining the two measure-
ments. Using the temperature-controlled platform, the measure-
ments are repeated over a large temperature range, thus yielding
temperature-dependent data for thermal conductivity and heat ca-
pacity of the freestanding thin film. 10 minutes are allowed before
each measurement in order for the temperature to become steady.
Figure 8 shows a plot of the thermal conductivity and heat capac-
ity of a 1.5 �m silicon nitride film between −200°C and 200°C.
Both thermal conductivity and heat capacity increase with tem-
perature, with the temperature dependence of thermal conductivity
being stronger. This measured temperature data are consistent
with previous measurements �18,38�.

The experimental procedure is also used for thermophysical
characterization of thin-film NiTi. Figure 9 shows the thermal
conductivity and heat capacity of 1.7 �m thick NiTi film over a
temperature range of −40°C and 40°C. Thermal conductivity of
NiTi is observed to increase linearly as a function of temperature.
On the other hand, heat capacity increases with temperature from
−30°C to about 0°C, following which it remains constant. This
may be related to the phase change that occurs in the NiTi film at
around 0°C. While the heat capacity of one of the NiTi phases
increases with temperature, the other phase has a much weaker
temperature dependence of the heat capacity. Table 1 summarizes
the room-temperature measurements of thermal conductivity and
heat capacity of thin-film silicon nitride and NiTi.

Thermophysical measurements on thin-film shape memory al-
loys have not been reported in the past. The thermal conductivity
ig. 6 Heater temperature rise as a function of the input heat-
ng power. As expected, the temperature rise depends linearly
n the heating power. There is a good agreement between the
xperimental data and the analytical model. Thermal conductiv-

ty of the freestanding thin film may be determined from the
ig. 7 2� temperature oscillation amplitude as a function of
he frequency of heating current. Experimental data agree well
ith the analytical model. Using the thermal conductivity value
etermined from the temperature rise data, least-squares fitting
f experimental data with Eq. „9… yields the value of thermal
iffusivity of the freestanding thin film.
ity and heat capacity for 1.5 �m silicon nitride film
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f NiTi measured in this work is about 40% smaller than the
ell-known bulk value �30�. The thermal conductivity reduction
nderlines the importance of measuring thin-film properties in situ
nstead of using previously measured bulk-form values when de-
eloping analytical or numerical models for predicting the perfor-
ance of shape memory alloy based MEMS devices. The mecha-

ism behind this significant reduction in thermal conductivity is
urrently under investigation. It is possible that this deviation
rom bulk value is due to a different stoichiometric composition
ompared to the previous work. Shape memory material proper-
ies are known to be extremely sensitive to composition. If the
ulk samples used by Goff �30� were crystalline, it is possible that
efects in the thin-film form, augmented by an offset in the stoi-
hiometric ratio, may be playing a role in the thermal conductivity
eduction.

Uncertainty in the film thickness measurement is the largest
ource of uncertainty in the absolute measured value of thermal
onductivity and heat capacity. Film thickness is measured using a
anospec system based on noncontact spectroreflectometry. The

xpected error in film thickness measurements using the Nanospec
s around 10%. In addition, error analysis shows that a higher
lectric current results in a lower uncertainty in the measured
alue of thermal conductivity and heat capacity. However, a
igher electric current also leads to higher self-heating, which
auses the averaging out of each measurement over a larger tem-
erature range. A tradeoff between these conflicting parameters is
eached by using a maximum electric current of around 0.5 mA
nd 6 mA for the silicon nitride and NiTi measurements, respec-
ively, wherein the uncertainty in thermal conductivity and heat
apacity measurements is around 12–15% and the maximum tem-
erature rise in the thin film is limited to around 2°C.

Conclusion
The availability of accurate thermophysical data for thin-film
aterials plays an important role in the development of modeling

ools for microsystems. The present work extends the 3� method

able 1 Summary of the room-temperature thermophysical
hin-film data measured in this work

Thermal conductivity,
W m−1 K−1

Heat capacity,
J kg−1 K−1

Silicon nitride 4.9�0.7 523.2�78.5
NiTi 5.5�0.8 3612.3�581.3

Fig. 9 Temperature dependence of thermal conductiv
phase transformation temperature of NiTi is around 0°
o freestanding thin films and develops a technique for measuring

02402-6 / Vol. 130, OCTOBER 2008
both thermal conductivity and heat capacity simultaneously. The
method presented here offers several advantages over other pos-
sible methods for measuring thermal properties of freestanding
thin films. The measured value of the thermal conductivity of
thin-film NiTi is significantly smaller than the bulk-form value,
which reinforces the need for direct thin-film measurements in-
stead of using bulk values when developing thermal models for
microsystems. The thermophysical measurements on thin-film
NiTi presented here are likely to throw new light on a promising
material for MEMS.
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Nomenclature
a � membrane width
b � membrane breadth
h � heater height
I � electric current
k � thermal conductivity
R � electrical resistance
t � time

tm � membrane thickness
T � temperature
V � voltage
w � heater width
� � thermal diffusivity

 � phase change
� � temperature rise
� � frequency

Subscripts
av � average
ss � steady state
tr � transient
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Flows Between Rotating
Cylinders With a Porous Lining
Flow and temperature fields in an annulus between two rotating cylinders have been
examined in this study. While the outer cylinder is stationary, the inner cylinder is rotat-
ing with a constant angular speed. A homogeneous and isotropic porous layer is press fit
to the inner surface of the outer cylinder. The porous sleeve is saturated with the fluid that
fills the annulus. The Brinkman-extended Darcy equations are used to model the flow in
the porous layer while the Navier–Stokes equations are used for the fluid layer. The
conditions applied at the interface between the porous and fluid layers are the continuity
of temperature, heat flux, tangential velocity, and shear stress. Analytical solutions have
been attempted. Through these solutions, the effects of Darcy number, Brinkman number,
and porous sleeve thickness on the velocity profile and temperature distribution are
studied. �DOI: 10.1115/1.2953305�

Keywords: annular flow, forced convection, heat transfer, porous media
ntroduction
In the past few decades, interactions in flow between a fluid

ayer and a porous medium have received considerable attention
or their important applications in engineering. For a planar sys-
em, the problem has been studied by several researchers �1–5�.
owever, for a radial system, the problem has not received much

ttention despite that it is involved in many important applica-
ions. For the present study, our interest is related to the applica-
ion in lubrication where a porous bearing is in use. Porous bear-
ngs are often used in rotational machinery because of their ability
o retain lubricant.

Previous studies often employed the assumption of an infinitely
ong porous bearing with which it can greatly simplify the analy-
is. Capone �6� was the first to develop such a model. He also
rovided guidelines to determine when the assumption is valid.
iprima and Stuart �7� studied the effects of eccentricity on the
ow between rotating cylinders. They derived curvature and iner-

ial corrections for the flow in a journal bearing as a preliminary
nalysis for Taylor-vortex stability. While Cusano �8� studied the
ffect of variable permeability of a porous sleeve in journal bear-
ng, Gururajan and Prakash �9� studied the effect of surface rough-
ess on the performance of infinitely long porous journal bearings.
n a related study, Channabasappa et al. �10� investigated the lin-
ar stability of viscous flow in a porous annulus bounded by two
oncentric circular cylinders in which the inner cylinder was sta-
ionary and the outer was rotational. Their results revealed that the
ritical Taylor number increases with a decreasing permeability of
he porous medium. Chang �11� also investigated the hydrody-
amic stability of Taylor–Dean flow in a porous annulus between
otating cylinders with radial flow. He considered both inward and
utward radial flows. He found that the superimposed radial flow
an produce either stabilizing or destabilizing effect depending
eavily on the ratio between the average pumping velocity and the
otation velocity.

Although extensive research has been devoted to porous bear-
ngs, most of the previous works have considered lubricant and
orous bearing separately. To adequately address the problem in-
olved, one needs to consider both systems simultaneously.
learly, it is rather challenging to deal with a combined system
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with a fluid layer overlaying a porous layer. One of the great
challenges encountered in a problem like this is the specification
of the interface conditions between the fluid and porous layers. In
the past, an empirical condition proposed by Beavers and Joseph
�12�, which matches Darcy’s law for the porous medium with the
Navier–Stokes equations for the fluid layer through an empirical
slip-flow interface condition, has been widely employed. Neale
and Nader �13� showed that the empirical interface condition
mentioned above can be derived independently from Brinkman’s
extension of Darcy’s law for the porous medium. This enables the
use of continuities in velocity and shear stress at the interface.
They also showed that their predictions agreed well with experi-
mental data. Recently, Ochoa-Tapia and Whitaker �14,15� pro-
posed an interface condition that permits a jump in the shear stress
at the interface region. The interface condition that they proposed
has been applied by Kuznetsov in several subsequent studies
�16–18�. Alazmi and Vafai �19� examined various interfacial con-
ditions that had been proposed in the literature and their effects on
the velocity and temperature solutions. They showed that these
interface conditions generally have greater effects on the velocity
field than the temperature field.

For the present study, analytical solutions have been attempted
for the flow and temperature fields in an annulus with a porous
sleeve between two rotating cylinders. Through the solutions ob-
tained, the effects of various governing parameters on the velocity
profile and temperature distribution are carefully examined. These
solutions also serve as a foundation for the future study of hydro-
dynamic stability for flow in the annulus with a porous sleeve.

Formulation and Numerical Method
The geometry considered is an annulus between two infinitely

long concentric cylinders �Fig. 1�. While the outer cylinder of
radius c is stationary, the inner cylinder of radius a is rotating. In
addition, the surface of the outer cylinder is maintained at a con-
stant temperature Tc while that of the inner cylinder is assumed
adiabatic. The annular space between the cylinders is filled with
an incompressible Newtonian fluid. Since the inner cylinder is
rotating with a constant angular velocity of �, the flow in the
annulus is induced by this rotational motion. A homogeneous and
isotropic porous layer is press fit to the inner wall of the outer
cylinder. The porous layer is saturated with the same fluid in the
annulus.

With the assumption of steady, two-dimensional laminar flow in
the annulus, the governing equations for the fluid region are given

by
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du�1
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� −

u�1

r
= 0 �1�

�

r

d

dr
�r

dT1

dr
� +

�

cp,f
�du�1

dr
−

u�1

r
�2

= 0 �2�

Similarly, the governing equations for flow in the porous region
ased on Brinkman-extended Darcy law are given by

1

�
�d2u�2

dr2 +
1

r

du�2

dr
−

u�2

r2 � −
u�2

K
= 0 �3�

�e

r

d

dr
�r

dT2

dr
� + � = 0 �4�

n the above equations, � and K are the porosity and permeability
f the porous medium, respectively; �e is the effective thermal
iffusivity of the porous medium and � is the viscous dissipation
unction. Also note that in the above equations, subscript 1 repre-
ents the flow in the fluid region, while subscript 2 refers to the
ow in the porous region.
Nield �20� has suggested that the viscous dissipation function

hould take the following form when Brinkman formulation is
onsidered.

� =
�u�2

2

Kcp,f
−

�eu�2

� fcp,f
� �2u�2

�r2 +
1

r

�u�2

�r
−

u�2

r2 � �5�

n the other hand, Al-Hadhrami et al. �21� have proposed a dif-
erent form shown below, which has a similar expression like that
erived from the Navier–Stokes equation for a Newtonian fluid.

� =
�u�2

2

Kcp,f
+

�e

� fcp,f
�r

�

�r
�u�2

r
��2

�6�

or the two dissipation functions shown above, �e is the effective
iscosity associated with the Brinkman formulation. Since �e has
o be determined by experiment and there are limited data of this
uantity in the literature, it has been assumed �e=� in the present
tudy. It is also clear that the first term in the above two equations
s derived from Darcy’s law and the second term is the result due
o the Brinkman-extended Darcy formulation. Although these two
xpressions for the viscous dissipation function are different,
ield et al. �5� have shown that the second term �Brinkman term�

s of the order of Darcy number �Da� in comparison with the first
erm �Darcy term�. As such, in the case of small Darcy numbers
the range that the present study is concerned�, the two formula-
ions are, in fact, reduced to that of Darcy term. For this reason,
he Brinkman term is neglected in the present study.

The solutions of the above governing equations �1�–�4� depend
n the boundary and interface conditions imposed. For the present

ig. 1 Annular flow between two rotating cylinders with a po-
ous lining
tudy, no-slip boundary conditions are applied to the surfaces of

02601-2 / Vol. 130, OCTOBER 2008
the inner and outer cylinders while continuities of velocity, veloc-
ity gradient, temperature, and heat flux are imposed on the inter-
face between the fluid and porous regions.

The formulations of boundary and interface conditions are pre-
sented below.

For r=a,

u�1 = a� �7a�

dT1

dr
= 0 �7b�

For r=c,

u�2 = 0 �7c�

T2 = Tc �7d�

For r=b,

u�1 = u�2 �7e�

d

dr
�u�2

r
� −

d

dr
�u�1

r
� = 	

u�

K1/2 �7f�

T1 = T2 �7g�

k1
dT1

dr
= ke

dT2

dr
�7h�

where 	 is an empirical coefficient and ke is the effective thermal
conductivity of the porous medium. Note that Eq. �7f� describes a
jump in the shear stress at the interface as suggested by Ochoa-
Tapia and Whitaker �14,15�. Although this interface condition has
been successfully applied in the studies by Kuznetsov �16–18�, it
requires experimentally determined value of 	 for real applica-
tions, which is currently scarce in the literature. In addition, after
examining various interface conditions proposed, Alazmi and Va-
fai �19� have concluded that for most practical applications, the
discrepancy in the results predicted by these various interface con-
ditions is negligible. In view of the above arguments, the jump
condition in the shear stress is relaxed in the present study for
simplicity. As such, Eq. �5� is reduced to that proposed by Neale
and Nader �13� �i.e., 	=0�.

The governing equations as well as the boundary and interface
conditions can be normalized using the following dimensionless
variables:

R =
r

c
, V =

u�

a�
=

u�

Ua
, 
 =

T − Tc

Ts − Tc
�8�

where Ts �=Ua
2 /cp,f +Tc� is the stagnation temperature. In the di-

mensionless form, the governing equations for the fluid and po-
rous regions are given, respectively, by the following.

In Fluid region,

d

dR
�R

dV1

dR
� −

V1

R
= 0 �9�

1

R

d

dR
�R

d
1

dR
� + Br�dV1

dR
−

V1

R
�2

= 0 �10�

In Porous region,

d2V2

dR2 +
1

R

dV2

dR
− � 1

R2 +
�

Da
�V2 = 0 �11�

1

R

d

dR
�R

d
2

dR
� +

Bre

Da
V2

2 = 0 �12�

where Da in the above expression is the Darcy number, which
represents a relative measure of the permeability of the porous

sleeve. Also appearing in the above equations are the Brinkman
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umbers Br and Bre �=Br·k /ke� for the fluid and porous medium,
espectively. The Brinkman number is a product of Prandtl and
ckert numbers and it represents the ratio of viscous dissipation to
eat conduction. If its value is greater than unity, then viscous
issipation is significant.

The boundary and interface conditions are also normalized to
ive the following:

For R=a /c,

V1 = 1 �13a�

d
1

dR
= 0 �13b�

For R=1,

V2 = 0 �13c�


2 = 0 �13d�

For R=b /c,

V1 = V2 �13e�

d

dR
�V1

R
� =

d

dR
�V2

R
� �13f�


1 = 
2 �13g�

kf
d
1

dR
= ke

d
2

dR
�13h�
nd is given by

ournal of Heat Transfer
Analytical solutions have been attempted for the above equa-
tions �9�–�12� subject to the boundary conditions and interface
conditions �13a�–�13h�. The general solution for the velocity in
the fluid region is given by

V1 = C1R +
C2

R
�14�

and that for the porous region is given by

V2 = AI1�R� �

Da
	 + BK1�R� �

Da
	 �15�

where I1 and K1 are the modified Bessel functions of the first
order, and A, B, C1, and C2 are the coefficients to be determined
by the boundary and interface conditions.

After implementing the boundary and interface conditions, one
obtains the velocity in the fluid region in the following form:

V1 =
a

b2 − a2� b2

cR
− cR� +

2ab2�c2R2 − a2�
R�b2 − a2�

M �16�

and that in the porous region is given by

V2 = 
I1�� �

Da
�K1�R� �

Da
� − K1�� �

Da
�I1�R� �

Da
��N

�17�

where M and N are the complicated expressions involving the
modified Bessel functions and are given below.
M =

I1�� �

Da
�K1�b

c
� �

Da
� − K1�� �

Da
�I1�b

c
� �

Da
�

b�b2 − a2�� �

Da
�K1�� �

Da
�I2�b

c
� �

Da
� + I1�� �

Da
�K2�b

c
� �

Da
�	 + 2a2c�I1�� �

Da
�K1�b

c
� �

Da
� − K1�� �

Da
�I1�b

c
� �

Da
�	 �18�

N =
2abc

b�b2 − a2�� �

Da
�K1�� �

Da
�I2�b

c
� �

Da
� + I1�� �

Da
�K2�b

c
� �

Da
�	 + 2a2c�I1�� �

Da
�K1�b

c
� �

Da
� − K1�� �

Da
�I1�b

c
� �

Da
�	 �19�
rom Eq. �16�, one can calculate the first derivative of the fluid
elocity in the fluid region, which is given by

dV1

dR
=

a

b2 − a2�−
b2

cR2 − c� + �2ab2c2

b2 − a2 +
2a3b2

�b2 − a2�R2	M

�20�

iven Eqs. �16� and �20�, the general solution for the temperature
eld in the fluid region can be found to be


1 = −
Br

4R2�−
2ab2

c�b2 − a2�
+

4a3b2

b2 − a2 M	2

+ E ln R + F �21�

here E and F are the integration constants to be determined by
he boundary and interface conditions. For example, constant E is
etermined from the boundary condition Eq. �13b� and is given by

E = −
Br

2
� c2

a2��−
2ab2

c�b2 − a2�
+

4a3b2

b2 − a2 M	2

�22�

onstant F is determined from the interface condition Eq. �13g�
F =
Br

4
�−

2ab2

c�b2 − a2�
+

4a3b2

b2 − a2 M	2�� c2

b2 + 2
c2

a2 ln
b

c
� + 
2�

R=b/c

�23�

Thus, the complete solution of the temperature field in the fluid
region is given by


1 =
Br

4
�−

2ab2

c�b2 − a2�
+

4a3b2

b2 − a2 M	2�� c2

b2 −
1

R2 + 2
c2

a2 ln� b

Rc
��

+ 
2�
R=b/c

�24�

Substitute V2 from Eq. �17� to the energy equation for the po-
rous layer, Eq. �14�, one obtains

1

R

d

dR
�R

d
2

dR
� +

Bre

Da
�I1�� �

Da
�K1�R� �

Da
�

− I1�R� �

Da
�K1�� �

Da
�	2

N2 = 0 �25�
Integrating twice, one obtains the following solution:
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2�� �

Da
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Da
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here G and H are the integration constants and F1, F2, and F3
nvolve the integration of the modified Bessel functions and their
xpressions are given below.

f1�R� = RK1
2�R� �

Da
�dR �27a�

f2�R� = RI1�R� �

Da
�K1�R� �

Da
�dR �27b�

f3�R� = RI1
2�R� �

Da
�dR �27c�

F1�R� = 1

R
f1�R�dR = � 1

R  RK1
2�R� �

Da
�dR	dR

�27d�

F2�R� = 1

R
f2�R�dR

= � 1

R  RI1�R� �

Da
�K1�R� �

Da
�dR	dR

�27e�

F3�R� = 1

R
f3�R�dR = � 1

R  RI1
2�R� �

Da
�dR	dR

�27f�

onstant G in Eq. �26� is calculated from the interface condition,
q. �13h�, and is given by

G =
b

c

k1

ke

Bre

2
�−

2ab2

c�b2 − a2�
+

4a3b2

b2 − a2 M	2� c3

b3 −
c3

a2b
�

+
Bre

Da
N2�I1

2�� �

Da
� f1�R�R=b/c

− 2I1�� �

Da
�K1�� �

Da
� f2�R�R=b/c

+ K1
2�� �

Da
� f3�R�R=b/c	 �28�

imilarly, constant H in Eq. �26� is calculated from the boundary
ondition, Eq. �13d�, to give

H =
Bre

Da
N2�I1

2�� �

Da
�F1�R�R=1

− 2I1�� �

Da
�K1�� �

Da
�F2�R�R=1 + K1

2�� �

Da
�F3�R�R=1	

�29�

esults and Discussion
With the analytical solutions obtained above, we can now ex-

mine the effect of each governing parameter. Before doing so, we
an first verify the assumption that we made earlier about the
issipation functions. Indeed, we find that the Brinkman term is at

east one order smaller than that of the Darcy term for the range of
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the parameters considered in the present study. As such, it justifies
the neglect of the Brinkman term in the dissipation function. The
effect of each governing parameter is then discussed separately
below.

Effects of Darcy Number. The effects of Darcy number on the
flow and temperature fields can be examined from Figs. 2 and 3
for a given geometry �a=0.5, b=0.8, and c=1�. Also fixed for
comparison are the porosity of the porous sleeve �i.e., �=0.2�,
Brinkman number �Br=1� as well as thermal conductivity ratio
�k1 /ke=1�. In this case, one observes that the slip velocity at the
interface increases with an increase in the Darcy number �Fig. 2�.
Consequently, the flow penetration to the porous sleeve also in-
creases with the Darcy number. Recall that the Darcy number is
defined as K /c2. Thus, for a fixed geometry, a large Darcy number
implies that the porous sleeve is more permeable. As such, the
trend observed above is reasonable. Another interesting phenom-
enon observed is that the velocity gradient at the interface in-
creases with a reduction in the Darcy number, which means that
the shear stress experienced at the interface increases when the
permeability of the porous sleeve reduces, which also implies that
the power required to maintain the inner cylinder running at the
same velocity will increase.

The effect of Darcy number on the temperature distribution of
flow in the annulus can be examined from Fig. 3. One observes
that the maximum temperature occurs at the surface of the inner
cylinder. In addition, the maximum temperature increases with a
reduction in the Darcy number. As observed earlier �Fig. 2�, the
velocity gradient increases with a reduction in the Darcy number,
which leads to a greater viscous dissipation and thus a higher fluid

Fig. 2 Effects of Darcy number on the velocity profile „�=0.2,
a=0.5, b=0.8, and c=1…

Fig. 3 Effects of Darcy number on the temperature distribu-

tion „�=0.2, a=0.5, b=0.8, and c=1…
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emperature at the inner cylinder. It is interesting to note that the
ariation of Darcy number causes a larger temperature difference
n the fluid region than that in the porous sleeve. The Darcy num-
er appears to have little influence on the temperature distribution
n the porous sleeve.

Effects of Porous Sleeve Thickness. The effects of porous
leeve thickness on the flow and temperature fields can be exam-
ned from Figs. 4 and 5 for a given Darcy number �Da=10−4�,
hermal conductivity ratio �k1 /ke=1�, and a fixed gap width of the
nnulus �a=0.5 and c=1�. In this case, an increase in the thick-
ess of the porous sleeve leads to a reduction in the fluid layer
hickness. As observed from Fig. 4, the slip velocity and velocity
radient at the interface all increase with an increase in the porous
leeve thickness �i.e., a reduction in b /c�. This has significant
nfluence on the fluid temperature distribution inside the annulus
s the viscous dissipation is proportional to the velocity gradient.
t is indeed that a higher temperature profile is observed when the
orous sleeve thickness increases. Also noted, a larger tempera-
ure difference is experienced in the fluid layer than the porous
leeve when the porous sleeve thickness increases.

Effects of Brinkman Number. As described earlier, the Brink-
an number signifies the effect of viscous dissipation. In many

pplications involving rotational cylinders, viscous dissipation is
f a great concern. In the absence of thermal buoyancy, viscous
issipation has no influence on the velocity profile but has a sig-
ificant effect on the temperature distribution, as is evident from
ig. 6. As observed, when the Brinkman number is small �Br
1�, the effect of viscous dissipation is negligible. For a large

ig. 4 Effects of porous sleeve thickness on the velocity pro-
le „�=0.2, a=0.5, and Da=10−4

…

ig. 5 Effects of porous sleeve thickness on the temperature
−4
istribution „�=0.2, a=0.5, and Da=10 …

ournal of Heat Transfer
Brinkman number �Br�1�, the maximum fluid temperature re-
sulted from the viscous dissipation increases with an increase in
the Brinkman number. In addition, one notices that the maximum
fluid temperature is directly proportional to the Brinkman number.

Effects of Thermal Conductivity Ratio. All the discussion
above is based on the assumption that the thermal conductivity of
fluid is the same as that of the porous medium �i.e., k1 /ke=1�. For
applications involving porous bearings, the thermal conductivity
of the porous sleeve �which is usually made from sintered metal
powder� can be substantially different from that of the lubricant.
Again, the thermal conductivity ratio has no effect on the velocity
profile in the absence of thermal buoyancy but can modify the
temperature distribution significantly, as shown in Fig. 7 where
the temperature profiles are shown for a given Darcy number
�Da=10−4�, Brinkman number �Br=1� and a fixed gap width of
the annulus �a=0.5 and c=1�. As one observes, a smaller value of
the thermal conductivity ratio �i.e., the thermal conductivity of
porous sleeve is significantly larger than that of fluid� leads to a
reduction in the maximum fluid temperature. This can be attrib-
uted to the effectiveness in heat dissipation by conduction through
the porous sleeve. As the thermal conductivity ratio decreases, one
observes a more uniform temperature distribution in the porous
sleeve.

Conclusion
Analytical solutions have been presented for velocity profiles

and temperature distributions for laminar flows in an annulus be-
tween the two rotating cylinders. The annulus is partially occupied
by a porous sleeve. The effects of several governing parameters

Fig. 6 Effects of Brinkman number on the temperature distri-
bution „�=0.2, Da=10−4, a=0.5, b=0.8, and c=1…

Fig. 7 Effects of thermal conductivity ratio on the temperature
−4
distribution „�=0.2, Da=10 , a=0.5, b=0.8, and c=1…
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such as Darcy number, Brinkman number, porous sleeve thick-
ess, as well as thermal conductivity ratio� on the flow and tem-
erature fields are closely examined. It has been found that the
lip velocity and flow penetration at the interface increase with an
ncrease in both the Darcy number and the porous sleeve thick-
ess. However, the velocity gradient at the interface shows an
pposite trend. Since the viscous dissipation is proportional to the
elocity gradient, this has led to an increase in the maximum fluid
emperature with a reduction in the Darcy number and the fluid
ayer thickness. It is also found that viscous dissipation can sig-
ificantly increase the maximum fluid temperature for Brinkman
umbers greater than unity. The maximum fluid temperature re-
ulted from viscous dissipation is found to be directly proportional
o the Brinkman number. In addition, it is found that a smaller
hermal conductivity ratio between the fluid and the porous me-
ium leads to a reduction in the maximum fluid temperature as the
eat is more effectively dissipated through conduction by the po-
ous sleeve.

While the present study has examined a fundamental problem
n fluid flow and heat transfer involving rotating cylinders with a
orous sleeve, the results obtained have important implications for
any practical applications. The analytical solutions presented not

nly help identify critical parameters for design consideration but
lso lay the foundation for studies on the hydrodynamic stability,
hich await further investigation in the future.
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omenclature
a  radius of the inner cylinder �m�
b  radial distance of the interface �m�

Br  Brinkman number of fluid, �Ua
2 /�cpf�Ts−Tc�

Bre  Brinkman number of porous medium,
�Ua

2 /�ecpf�Ts−Tc�
c  radius of the outer cylinder �m�

cp  specific heat, �kJ/kg K�
Da  Darcy number, K /c2

Ec  Eckert number, Ua
2 /cpf�Ts−Tc�

K  permeability �m2�
k  thermal conductivity of fluid �W/m K�

ke  effective thermal conductivity of porous me-
dium �W/m K�

Pr  Prandtl number of fluid, � /�
Pre  Prandtl number of porous medium, � /�e

r  radial distance �m�
R  dimensionless radial distance, r /c
T  temperature �K�

Tc  temperature at the surface of the outer cylinder
�K�

Ts  stagnation temperature �K�
Ua  tangential velocity at the surface of the inner

cylinder, a� �m/s�
u�  velocity in the angular direction �m/s�
�  thermal diffusivity of fluid, k /�cp �m2 /s�

�e  effective thermal diffusivity of porous medium,
ke / ��cp� f �m2 /s�

	  empirical coefficient of Brinkman dissipation

function

02601-6 / Vol. 130, OCTOBER 2008
�  dynamic viscosity of fluid �kg /m·s�
�e  effective viscosity in Brinkman formulation

�kg/m s�
�  kinematic viscosity �m2 /s�


  dimensionless temperature, �T−Tc� / �Ts−Tc�
�  density �kg /m3�

�  viscous dissipation function
�  angular velocity �rad/s�

Subscripts
e  effective property
f  fluid
1  fluid
2  porous medium

References
�1� Vafai, K., and Kim, S. J., 1990, “Analysis of Surface Heat Transfer Enhance-

ment by a Porous Substrate,” ASME J. Heat Transfer, 112, pp. 700–706.
�2� Huang, P. C., and Vafai, K., 1994, “Analysis of Flow and Heat Transfer Over

an External Boundary Covered With a Porous Substrate,” ASME J. Heat
Transfer, 116, pp. 768–771.

�3� Kuznetsov, A. V., 2000, “Fluid Flow and Heat Transfer Analysis of Couette
Flow in a Composite Duct,” Acta Mech., 140, pp. 163–170.

�4� Nield, D. A., and Kuznetsov, A. V., 2003, “Boundary-Layer Analysis of
Forced Convection With a Plate and Porous Substrate,” Acta Mech., 166, pp.
141–148.

�5� Nield, D. A., Kuznetsov, A. V., and Xiong, M., 2003, “Thermally Developing
Forced Convection in a Porous Medium: Parallel Plate Channel With Walls at
Uniform Temperature, With Axial Conduction and Viscous Dissipation Ef-
fects,” Int. J. Heat Mass Transfer, 46, pp. 643–651.

�6� Capone, E., 1970, “Lubrication of Axially Undefined Porous Bearings,” Wear,
15, pp. 157–170.

�7� Diprima, R. C., and Stuart, W. H., 1972, “Flow Between Eccentric Rotating
Cylinders,” ASME J. Lubr. Technol., 94, pp. 266–274.

�8� Cusano, C., 1973, “The Effects of Variable Permeability on the Performance
Characteristics of Porous Bearings,” Wear, 23, pp. 55–62.

�9� Gururajan, K., and Prakash, J., 1999, “Surface Roughness Effects in Infinitely
Long Porous Journal Bearings,” ASME J. Tribol., 121, pp. 139–147.

�10� Channabasappa, M. N., Ranganna, G., and Rajappa, B., 1984, “Stability of
Viscous Flow in a Rotating Porous Medium in the Form of an Annulus: The
Small-Gap Problem,” Int. J. Numer. Methods Fluids, 4, pp. 803–811.

�11� Chang, M.-H., 2003, “Hydrodynamic Stability of Taylor–Dean Flow Between
Rotating Porous Cylinders With Radial Flow,” Phys. Fluids, 15, pp. 1178–
1188.

�12� Beavers, G. S., and Joseph, D. D., 1967, “Boundary Conditions at a Naturally
Permeable Wall,” J. Fluid Mech., 30, pp. 197–207.

�13� Neale, G., and Nader, W., 1974, “Practical Significance of Brinkman Exten-
sion of Darcy’s Law. Coupled Parallel Flow Within a Channel and a Bounding
Porous Medium,” Can. J. Chem. Eng., 52, pp. 475–478.

�14� Ochoa-Tapia, J. A., and Whitaker, S., 1995, “Momentum Transfer at the
Boundary Between a Porous Medium and a Homogeneous Fluid—I. Theoret-
ical Development,” Int. J. Heat Mass Transfer, 38, pp. 2635–2646.

�15� Ochoa-Tapia, J. A., and Whitaker, S., 1995, “Momentum Transfer at the
Boundary Between a Porous Medium and a Homogeneous Fluid—II. Com-
parison With Experiment,” Int. J. Heat Mass Transfer, 38, pp. 2647–2655.

�16� Kuznetsov, A. V., 1997, “Influence of the Stress Jump Condition at the Porous-
Medium/Clear-Fluid Interface on a Flow at a Porous Wall,” Int. Commun.
Heat Mass Transfer, 24, pp. 401–410.

�17� Kuznetsov, A. V., 1998, “Analytical Investigation of Coette Flow in a Com-
posite Channel Partially Filled With a Porous Medium and Partially Filled
With a Clear Fluid,” Int. J. Heat Mass Transfer, 41, pp. 2556–2560.

�18� Kuznetsov, A. V., 1999, “Fluid Mechanics and Heat Transfer in the Interface
Region Between a Porous Medium and a Fluid Layer: A Boundary Layer
Solution,” J. Porous Media, 2, 309–321.

�19� Alazmi, B., and Vafai, K., 2001, “Analysis of Fluid Flow and Heat Transfer
Interfacial Conditions Between a Porous Medium and a Fluid Layer,” Int. J.
Heat Mass Transfer, 44, pp. 1735–1749.

�20� Nield, D. A., 2000, “Resolution of a Paradox Involving Viscous Dissipation
and Nonlinear Drag in a Porous Medium,” Transp. Porous Media, 41, pp.
349–357.

�21� Al-Hadhrami, A. K., Elliott, L., and Ingham, D. B., 2003, “A New Model for
Viscous Dissipation in Porous Media Across a Range of Permeability Values,”

Transp. Porous Media, 53, pp. 117–122.

Transactions of the ASME



1

l
p
d
c
a
b
�
d
�
�
t
s
t
t
t
�

p
p
s
s
t
s
a
p
v

N

c
B

J

Qiang Cheng
Wuhan National Laboratory for Optoelectronics,

Huazhong University of Science and Technology,
Wuhan 430074, P.R.C;

State Key Laboratory of Coal Combustion,
Huazhong University of Science and Technology,

Wuhan 430074, P.R.C.

Huai-Chun Zhou
e-mail: hczhou@mail.hust.edu.cn

Zhi-Feng Huang

State Key Laboratory of Coal Combustion,
Huazhong University of Science and Technology,

Wuhan 430074, P.R.C.

Yong-Lin Yu

De-Xiu Huang

Wuhan National Laboratory for Optoelectronics,
Huazhong University of Science and Technology,

Wuhan 430074, P.R.C.

The Solution of Transient
Radiative Transfer With
Collimated Incident Serial Pulse
in a Plane-Parallel Medium by
the DRESOR Method
A time-dependent distribution of ratios of energy scattered by the medium or reflected by
the boundary surfaces (DRESOR) method was proposed to solve the transient radiative
transfer in a one-dimensional slab. This slab is filled with an absorbing, scattering, and
nonemitting medium and exposed to a collimated, incident serial pulse with different
pulse shapes and pulse widths. The time-dependent DRESOR values, representing the
temporal response of an instantaneous, incident pulse with unit energy and the same
incident direction as that for the serial pulse, were proposed and calculated by the Monte
Carlo method. The temporal radiative intensity inside the medium with high directional
resolution can be obtained from the time-dependent DRESOR values. The transient inci-
dent radiation results obtained by the DRESOR method were compared to those obtained
with the Monte Carlo method, and good agreements were achieved. Influences of the
pulse shape and width, reflectivity of the boundary, scattering albedo, optical thickness,
and anisotropic scattering on the transient radiative transfer, especially the temporal
response along different directions, were investigated. �DOI: 10.1115/1.2945906�

Keywords: transient radiative transfer, DRESOR method, Monte Carlo method, serial
pulse
Introduction
Much attention has been devoted to the study of short pulse

aser radiative transfer in a strongly scattering medium during the
ast decade �1,2�, because of its wide applications to medical
iagnosis �3�, remote sensing �4�, laser material processing of mi-
rostructures �5�, and optical tomography �6�. Several theoretical
nalyses and numerical models of transient radiative transfer have
een used to solve the transient radiative transfer equation
TRTE�, such as integral equation �IE� formulation �6�, modified
ifferential approximation �7�, discrete ordinates method �DOM�
8�, Monte Carlo method �MCM� �9–11�, finite-volume method
FVM� �12�, and finite element method �FEM� �13,14�. In most of
he studies mentioned, laser pulses were limited to simple shapes,
uch as a square or Gaussian temporal profile. The incident radia-
ion was used to examine the effect of scattering albedo, optical
hickness, anisotropic scattering, and reflective boundary on the
ransmitted temporal signals, reported with Brewster and Yamada
15�, Hasegawa et al. �16�, Hsu �9�, and Zhou and Cheng �17�.

Currently, more complex pulses, such as pulse train or serial
ulses, have been used to carry out scientific research �18–22�. A
ulse train or a serial pulse consists of “bursts” or “trains” at a
eparation time of a few milliseconds to microseconds. For in-
tance, micromachining was controlled by the use designed pulse
rains of a laser �18�. Heat accumulated at the irradiation site from
uccessive pulses affects the quality and size of the features. The
ppropriate time interval between pulses and proper number of
ulses per burst can improve the quality of features. The temporal
ariation of radiative intensity in a scattering medium is far more

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 25, 2007; final manuscript re-
eived January 15, 2008; published online August 6, 2008. Review conducted by

engt Sunden.

ournal of Heat Transfer Copyright © 20
complex, which can be exposed to serial pulse with different pulse
shapes and widths, either continuous or discontinuous. It is desir-
able to develop a numerical model to help our understanding of
the transient radiative transfer for incident serial pulse.

The distribution of ratios of energy scattered by the medium or
reflected by the boundary surfaces �DRESOR� method based on
the MCM has been proposed to treat the steady and transient
radiative transfer problems in one-dimensional medium �23,17� or
with collimated irradiation �24�. By this method, the angular dis-
tribution of intensity with high directional resolution can be ob-
tained, which plays a key role in most inverse radiative transfer
issues and in radiative image processing in some industrial appli-
cations, for example, monitoring of temperature distributions in
industrial combustion furnaces �25�.

The purpose of this study was to simulate the transient radiative
transfer for collimated incident serial pulse with different pulse
shapes and widths in an absorbing, nonemitting, isotropic/
anisotropic scattering, plane-parallel medium by using the
DRESOR method. In the following section, the formulas of a
time-dependent DRESOR method are given, and the transient re-
sults for a single Gaussian incident pulse in an isotropic scattering
medium as well as related validation are presented. Then, various
collimated incident serial-pulse cases are studied to analyze the
effects of pulse shape and width, boundary reflectivity, and me-
dium properties. Finally, concluding remarks are given.

2 Formulas of the Time-Dependent DRESOR Method

2.1 Basic Description of the Time-Dependent DRESOR
Method. The considered physical cases in this paper are all ab-
sorbing, nonemitting, isotropic/anisotropic scattering, plane-
parallel media, as shown in Fig. 1. The radiative properties of the
media and the boundary remain unchanged during the transient

process. The TRTE can be written as �6,9,26�

OCTOBER 2008, Vol. 130 / 102701-108 by ASME
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here Iow denotes the incident intensity at the boundary. The
ource function S is given as

S�z�, ŝ,t −
s − s�
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4�

I�z�, ŝ,t −
s − s�

c
���ŝ, ŝ�d�i	

�3�

Equations �2� and �3� show that the radiative intensity at time t
epends on the entire time history from t=0, t−s /c or t− ��s
s�� /c�, and it is determined from the distance between the loca-

ion under consideration and the contribution location.
To avoid duplication of the details, only the salient features of

he time-dependent DRESOR method are given here. Details can
e found in a previous work by the authors �17,19�. The new
ormula for S in the time-dependent DRESOR method was

S�z�, ŝ,t −
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here W denotes the irradiated area at the boundary. Substituting
q. �4� into Eq. �2� leads to a new formula for TRTE,
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�exp�−�
s�
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�ds�	�ds� �5�

s ˆ

Fig. 1 The geometry and coordinate system
d�z ,z� ,s , t� is the so called transient DRESOR value. It denotes
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the ratio of the energy scattered by the medium in a unit volume
or by the boundary on a unit area around the point z� into a unit
solid angle around the direction ŝ at the time t multiplied by 4� to
the energy emitted from point z on the boundary or in the me-
dium. It is like a temporal response function of an instantaneous
pulse with unit energy, and the detailed definition of the DRESOR
value can be referred to Refs. �17,23,24,27�.

From Eq. �5�, it is obvious that, for the given distributions of
scattering and absorbing coefficients, once all the DRESOR val-
ues Rd

s�zw ,z� , ŝ , t� are known, the spatial and temporal distribution
of the radiative intensity, I�z , ŝ , t�, with high directional resolution
at any point in the medium can be expressed as a function of the
incident intensity at the boundary Iow.

2.2 Calculation of the DRESOR Values for Anisotropic
Scattering Media. For the calculation of the DRESOR values, the
assumed incident radiation is an infinitesimal �a Dirac delta� pulse
with zero temporal width in this study, i.e., all the bundles are
emitted at the same time. The Heaviside unit step function as the
transient input at the boundary zw=0. The incident energy bundles
start their travel with the initially normalized energy E0=1 for
each bundle. The tracking procedure for every bundle is based on
the path-length method following the general procedure of radia-
tion energy absorption distributions �READ� method, a MCM
�17,23,24�. The calculation of the transient DRESOR values for
the anisotropic scattering media will be discussed below.

All the DRESOR values are set to zero at the beginning of the
calculation. Once �Rd

s , an update for a DRESOR value, is ob-
tained, Rd

s can be renewed by

Rd,new
s = Rd,old

s + �Rd
s �6�

�Rd
s�zw , jz ,	i , t� can be calculated for an anisotropic scattering

medium by

�Rd
s�zw, jz,	i,t� = C0

E0

N0

1 − exp�− s�s�jz�����	i�,	i� �7�

where N0 is the total number of the energy bundles, zw refers to
the initial position, jz the position being passed, and s the travel
distance in the jz element being passed. ��	i� ,	i� is the scattering
phase function. The phase function for linear anisotropic scatter-
ing has the form of �26�

��	i�
,	i� = 1 + a cos 	i�

cos 	i �8�

Positive and negative values of the coefficient a �a
1� corre-
spond to forward scattering and backward scattering media, re-
spectively. It is stated that in the DRESOR method, it is not dif-
ficult to deal with different scattering phase functions, for
example, the truncated Legendre polynomials for the scattering
phase function were used previously in Ref. �23�. 	i� denotes the
incident polar angle direction and 	i the scattering direction. Since
the problem is restricted to one-dimensional radiative transfer, the
phase function does not depend on angle �, i.e., it has azimuthal
symmetry.

It is noted that the calculation for Eq. �7� is repeated for the
total M scattering directions, which means M can be taken arbi-
trarily, for example, as 100, 1000, or even 10,000, and determines
the directional resolution of the present method. �Rd

s�zw , jz ,	i , t�
is calculated for M times in the M “possible” scattering directions.
After that, only one actual direction is taken for tracking the flight
of the energy bundle, and there is no need to continue tracking the
energy bundle in all M scattering directions. Therefore, the in-
crease in number of discrete directions only results in an increase
in the executing time for Eq. �7�, but does not sharply increase the
computation time for tracking the energy bundles. Compared with
other methods, such as DOM, if the same directional and spatial
resolutions are required for the intensity, the DRESOR method
may be efficient in the computational time. Actually, it is doubt

that if DOM can provide intensity with such directional resolution
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n this paper. This is an attractive feature of the method. The
alculation method for tracking the flight of energy bundles in an
nisotropic scattering medium in detail can be referred to Ref.
27�, which dealt with a steady state radiative transfer problem.

During the bundle tracing, regardless whether the bundle trav-
ls along a straight line or it changes its direction due to scatter-
ng, the DRESOR value for the passed element should be updated
y Eqs. �6� and �7�. The residual energy of the bundle is reduced
ue to absorption,

Table 1 The boundary conditions, the radia
serial pulses for test problems

Case

Linear
coefficient in

scattering phase
function

a

Scattering
albedo

�

R

A1 0 0.5
A2 0 0.5

B1 0 0.9
B2 0 0.9
B3 0 0.9
B4 0 0.9

C1 0 0.05
C2 0 0.35
C3 0 0.70
C4 0 0.95

D1 0 0.9
D2 0 0.9
D3 0 0.9
D4 0 0.9

E1 0 0.9
E2 0.9 0.9
E3 −0.9 0.9

Fig. 2 Validation by comparison of the

DRESOR method and MCM for Case A1

ournal of Heat Transfer
E0,new = E0,old exp�− s��jz�� �9�

The bundle’s tracing will be over when the residual energy be-
comes small enough, such as 10−5.

For the calculation of �Rd
s�zw , jz ,	i , t� by the MCM, the statis-

tical errors should be maintained at a relatively lower level, such
as below 1%, for a reasonable balance between the accuracy and
the computation time. For the isotropic scattering case, which is
independent of direction, Rd

s�zw , jz ,	i , t� reduces to Rd
s�zw , jz , t�.

property, and different collimated incident

ctivity of
ndary 2



Optical
thickness

� Serial pulse

0 1.0 Single Gaussian
0 1.0 Continuous square

0 1.0 Periodic square
1.0 1.0 Periodic square
0 1.0 Periodic Gaussian

1.0 1.0 Periodic Gaussian

0 1.0 Periodic Gaussian
0 1.0 Periodic Gaussian
0 1.0 Periodic Gaussian
0 1.0 Periodic Gaussian

0 0.1 Periodic Gaussian
0 1.0 Periodic Gaussian
0 5.0 Periodic Gaussian
0 10.0 Periodic Gaussian

0 1.0 Periodic Gaussian
0 1.0 Periodic Gaussian
0 1.0 Periodic Gaussian

sient incident radiation obtained by the
tive

efle
bou
tran
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2.3 Validation for Single Incident Pulse Case. Tan and Hsu
6�, Hsu �9�, Zhou and Cheng �17�, and Sakami et al. �28� studied
oundary incidence problem with a single pulse in an isotropic
cattering medium, where two boundaries were kept at black and
old and medium properties were �s=0.5 m−1, �=1.0 m−1, and
=�z0=1.0. System geometry is shown in Fig. 1. The medium is
niformly divided into N elements numbered by jz, where jz
1,2 , . . . ,N. The optical coordinate for the jzth element is � j
�jz−0.5�� /N. The range of polar angle 	 in �0,�� is uniformly
ivided into M parts, 	i= i� /M, i=0,1 ,2 , . . . ,M. After solving
or the intensity in all directions at every time step and location,
he time-resolved transmittance T�z , t� at boundary 2 �z=z0�, re-
ectance R�z , t� at boundary 1 �z=0�, and incident radiation
�z , t� can be computed by

T�z0,t� = 2��
0

1

I�z0,�,t��d� �10�

R�0,t� = 2��
−1

0

I�0,�,t��d� �11�

G�z,t� = 2��
−1

1

I�z,�,t�d� �12�

In Ref. �17�, two cases were studied to validate the transient
RESOR method, where there was diffuse emission at Boundary

able 2 Test of the number bundles needed in a unit time step
or Case A2

No. of
energy bundles

Computation time �s� G �z /z0=0.005, t / tp=300�

For DRESOR
values Total DRESOR MC IE

10,000 0.781 186.312 1.21183
50,000 3.513 187.891 1.21154
100,000 7.281 194.141 1.21162 1.21273 1.2143
500,000 34.91 221.209 1.21165

1,000,000 67.23 255.187 1.21167

Fig. 3 The intensity distributions

periodic Gaussian and square

02701-4 / Vol. 130, OCTOBER 2008
1 and with or without reflection at Boundary 2, as shown in Fig. 1,
respectively. In order to further verify the DRESOR method de-
veloped in this study, the result of Case A1 with a single Gaussian
incident pulse �see definition in Table 1� solved by the DRESOR
method was compared with that by the MCM. The temporal dis-
tribution of incident radiation at different locations for Case A1 is
plotted in Fig. 2. It can be seen that the results by the DRESOR
method and the MCM agree very well. The results demonstrate
the dominant effect of pulse shape on the time response right after
the pulse, and a series of slopes following the passed pulse is
observed in the transient response curves.

A rigorous test of the number bundles needed in a unit time step
for Case A2 with collimated constant emission is shown in Table
2. It was determined that 100,000 energy bundles in a unit time
step is the best compromise between the accuracy and computa-
tional time requirements. All calculations were conducted on an
Intel Celeron 2.4 GHz PC with the total time step t / tp=500.
When the energy bundle number was chosen as 100,000, the typi-
cal execution time was about 7.281 s for calculation of the
DRESOR values. The total execution time was about 194.141 s to
compute the intensity, incident radiation, and heat flux including
the DRESOR values at the location z /z0=0.005. It should be
noted that incident radiation G �z /z0=0.005, t / tp=300� in Table 2
was calculated by integration of the radiative intensity over 180
directions. It is not necessary to calculate DRESOR values again
when computing the intensities at other locations; thus, the com-
putation time is considerably acceptable. That is one of the char-
acteristics for the DRESOR method.

Table 3 The width and shape for three kinds of serial pulse

Serial pulse

tp �ps�
Pulse
width Interval

Duration
t�=0.1 �=1.0 �=10.0

Continuous square 3.336 33.36 333.6 tp 0 �
Periodic Gaussian 3.336 33.36 333.6 50tp 45tp �

Periodic square 3.336 33.36 333.6 50tp 49tp �

ollimated incident serial pulse for
of c
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Calculation for Serial Pulse
Different kinds of serial pulses with various pulse widths and

hapes were considered in this paper, as shown in Table 3. Func-

(a)

(b)

Fig. 4 DRESOR values
ournal of Heat Transfer
tions of the different kinds of serial pulse, such as continuous
square, periodic Gaussian, and periodic square, are, respectively,
defined as follows:

Cases B1 „a… and B2 „b…
Iow1�0,�,t� = 2�I0��� − 1�, nT1 � t 
 nT1 + tp, T1 = tp �13�

Iow2�0,�,t� = ��I0��� − 1�exp�− ln 2� t

tp
− 2.5�2	 , nT2 � t 
 nT2 + 5tp,

0, nT2 + 5tp � t 
 �n + 1�T2,
 T2 = 50tp �14�

Iow3�0,�,t� = �2�I0��� − 1� , nT3 � t 
 nT3 + tp,

0, nT3 + tp � t 
 �n + 1�T3,
� T3 = 50tp �15�
here n=0,1 ,2 , . . . ,�, it means that the duration is infinity for
he three incident serial pulses. The interval in Table 3 denotes the
ime between two incident pulses. I0 is the normalized collimated
incident intensity, which is equal to 1. In order to compare, equal
amount of energy is emitted for a single Gaussian and a single
square pulse during their different temporal widths. Therefore, the
for
OCTOBER 2008, Vol. 130 / 102701-5
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eight of the square pulse is taller than that of the Gaussian pulse,
ince the same amount of radiative energy is deposited in a shorter
ime interval, tp versus 5tp. The collimated incident serial-pulse
ntensity distributions for periodic Gaussian, periodic square from
=0 to 56tp are shown in Fig. 3, respectively. In Fig. 3, a distorted
ve-step shape was used to simulate the Gaussian profile, as used

n Ref. �9�.

3.1 DRESOR Values. The DRESOR values are most impor-
ant in the DRESOR method, which will be explained here. Fig-
res 4�a� and 4�b� show the DRESOR values for the discrete
olume elements at different time steps for Cases B1 and B2,
espectively. They display the energy distribution scattered by the
iscrete volume elements at different time steps for collimated
adiation with initial energy E0=1. There is a similar triangle zone
ith zero DRESOR value in the two cases, which means the
undles have not arrived at these zones before certain time steps.
he effect of boundary reflection to the DRESOR values is clearly
bserved in an evident line in Fig. 4�b�, which records the bundles
or wave front� reflected by Boundary 2 traveling back into the

(a)

(b)

Fig. 5 DRESOR distributions for C
different times „b…
edium at different locations and times.

02701-6 / Vol. 130, OCTOBER 2008
The DRESOR values at locations jz�1, 25, 50, and 100 for
Case B1 are plotted in Fig. 5�a�. It shows that the transient pulse
sequentially strikes the locations jz=1, 25, 50, and 100 at and after
times t / tp�1, 25, 50, and 100, respectively, during the propaga-
tion of the radiation. After the pulse passes through a location,
there is continuous scattering radiation energy contributed to the
location due to the scattering from the surrounding medium. How-
ever, the collimated radiation incidence into the medium with 	
=0 deg has much less chance to be scattered into other directions
than the diffuse incident radiation. Thus, the scattered energy of
transient pulse sharply decreases after the collimated irradiation
arrives at locations and more radiation directly penetrates the me-
dium along the incident direction. Due to the increased attenuation
by the absorption of medium, the DRESOR values for all loca-
tions decrease close to zero at large time steps. The DRESOR
values at different time steps t / tp=25, 50, 100, and 300 for Case
B1 are shown in Fig. 5�b�. It can be seen that at time steps t / tp
=25 and 50, there are nonzero DRESOR values among the re-
gions jz
25 and jz
50, respectively. At time step t / tp=100, the

e B1 at different locations „a… and
as
pulse has propagated through the whole medium, and the
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RESOR values have nonzero values at all locations in the me-
ium. At time step t / tp=300, the DRESOR values sharply de-
rease due to attenuation by the medium.

In the DRESOR method, by calculating the time-dependent
RESOR values for a unit short-pulse radiation incident into a

cattering media, the solution of intensity can be determined by
ntegrating DRESOR values for a series of incident pulses with
ifferent shapes and widths in Eq. �5�. So there is no difficulty for
olving the transient radiative transfer with different incident
ulse shapes and widths, even in the anisotropic scattering
edium.
DRESOR values are dominated by the directional feature of the

ulse, the radiative property and geometry of the medium, and the
oundary conditions, but have nothing to do with the strength, the
hape, and the width of the incident pulse. Thus, the DRESOR
alues in Cases B1 and B3 are identical, and those in Cases B2
nd B4 with the reflective boundary are also equal.

3.2 Effect of Serial-Pulse Width. The transient radiative in-
ensity distributions in all directions within �0 deg, 90 deg� at

(a)

(b)

Fig. 6 The transient intensity d
†0 deg, 90 deg… at boundary 2 „z=z
oundary 2 �z=z0� for Cases B1 and B3 are shown in Figs. 6�a�

ournal of Heat Transfer
and 6�b�, respectively. The temporal radiative intensity caused by
the collimated incident serial pulse comes from the overlapped
temporal responses of the different pulses, it changes periodically,
and the width of the pulse does not change during the transmis-
sion in the scattering media. As shown in Figs. 6�a� and 6�b�, it
takes t / tp=100 time steps for the first pulse front to reach Bound-
ary 2 from the incident source, and at large time steps, the tran-
sient intensity at every direction reaches a special periodic profile
with the same period time as that for the incident pulse, and a
distinct, repeatable shape. The discrimination of pulse width for
different serial pulses can also be observed from the two figures,
for example, the temporal response width of Gaussian pulse 5tp
and square pulse tp can be identified in the curves. The maximum
intensities in Fig. 6�a� are larger than those in Fig. 6�b�, since the
same amount of energy is emitted during a pulse width, and the
square pulse width is shorter than the Gaussian width.

Figures 7�a� and 7�b� show the temporal radiative intensity at
Boundary 2 with 	=0 deg, 1 deg, 5 deg, 15 deg, 30 deg, and
45 deg for Case B1 with collimated periodic square serial-pulse

ibutions in all directions within
or Cases B1 „a… and B3 „b…
istr
… f
incidence and with 	=0 deg, 1 deg, 10 deg, 20 deg, 40 deg, and

OCTOBER 2008, Vol. 130 / 102701-7
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0 deg for Case B3 with collimated periodic Gaussian serial-pulse
ncidence, respectively. From the two figures, it can be seen that
he intensity along 	=0 deg is obviously larger than those along
he other directions. The profiles of the temporal intensity for the
wo different types of incident pulse with the same energy are
dentical in the same directions during the time interval between
he adjacent pulses, as shown in Figs. 7�a� and 7�b�, due to the
verlapped scattering for a series of incident pulses. The results
eveal that the shape of pulse has a little effect on the extended
emporal spread of intensity. For periodic square serial-pulse inci-
ence when 	�5 deg, the response widths of the pulse in those
irections are obviously broaden in Fig. 7�a�. For the collimated

(a)

(b)

Fig. 7 The temporal radiative int
1 deg, 5 deg, 15 deg, 30 deg, and
periodic square serial-pulse incide
20 deg, 40 deg, and 60 deg for Cas
ian serial-pulse incidence „b…
eriodic Gaussian serial-pulse incidence in Fig. 7�b�, when 	

02701-8 / Vol. 130, OCTOBER 2008
�10 deg, the response widths of the pulse are larger than 5tp, and
when 	=60 deg, the response width for incident pulse even is so
broadened out that it continues into the next pulse.

3.3 Effect of Boundary Reflectivity. The effect of boundary
reflectivity on the transient radiative transfer with serial pulse as
incident radiation is examined. The temporal reflectance at
Boundary 1 for Cases B2 and B4 with specular reflection at
Boundary 2 compared with those for Cases B1 and B3 are shown
in Fig. 8. For Cases B1 and B3, due to the backward scattering of
medium, the reflectance continuously increases to approach a pe-
riodic profile. For Cases B2 and B4 with specular reflection at

ity at Boundary 2 with �=0 deg,
deg for Case B1 with collimated
„a…, with �=0 deg, 1 deg, 10 deg,

3 with collimated periodic Gauss-
ens
45

nce
e B
Boundary 2, the reflectance is the same as those for Cases B1 and
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3 when t / tp�200. When t / tp�200, the reflectance continues to
ise evidently due to the reflectivity of Boundary 2. However, at
arge time steps, the reflectance in Cases B2 and B4 would also
pproach a periodic profile, which is higher than those for Cases
1 and B3.
Figure 9 shows the comparison for temporal intensity in direc-

ions 	=180 deg and 179 deg at Boundary 2 with and without
eflection with collimated periodicGaussian serial-pulse incidence.
rom Fig. 9, it can be observed that the intensity in directions 	
180 deg and 179 deg with reflection at boundary 2 �=1� are

arger than those without reflection at Boundary 2 �=0�. How-
ver, on the same condition at Boundary 2 the intensity in 	

Fig. 8 The temporal reflectance at
specular reflection of Boundary 2 c
B3

Fig. 9 The temporal intensity dist

and 179 deg at Boundary 1 for Cases

ournal of Heat Transfer
=180 deg and 179 deg is the same csince the intensity along
�90 deg, 180 deg� comes from the isotropic scattering of colli-
mated incidence.

3.4 Effect of Scattering Albedo. The effect of different scat-
tering albedos on the transmittance at Boundary 2 for collimated
incident serial pulse is shown in Fig. 10. As scattering albedo
increases while the attenuation coefficient remains constant, �
+�s=1.0 m−1, less energy is absorbed during the pulse propaga-
tion, resulting in an obvious increase in transmittance within a
period of pulse, and a slight increase in the peak. It can be seen

undary 1 for Cases B2 and B4 with
pared with those for Cases B1 and

tions along directions �=180 deg
Bo
om
ribu

B3 and B4
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hat at large time steps, such as t / tp�300, the temporal output
ransmittance does not increase anymore and almost reach a peri-
dic profile with different levels as the scattering albedo changes.

Figure 11 depicts the temporal radiative intensity along 	
0 deg and 1 deg at Boundary 2 with �=0.05 and 0.95. It can be

een that when scattering albedo increases, the intensity in all
irections increases. The temporal radiative intensity along 	
0 deg is larger than that along 	=1 deg in the peak response of

erial pulse for both �=0.05 and 0.95. However, during the ex-
ended temporal spread time, the temporal radiative intensity
long 	=0 deg and 1 deg is the same. This again indicates that the
ulse shape has a little effect on the in-between pulse response,
ut the multiple scattering of the medium has the dominant effect.

Fig. 10 The temporal transmittance
Gaussian incident serial pulse with d

Fig. 11 The temporal radiative in

1 deg at Boundary 2 with �=0.05 and

02701-10 / Vol. 130, OCTOBER 2008
3.5 Effect of Optical Thickness. The influence of different
optical thicknesses on the temporal transmittance at Boundary 2
for Cases D1, D2, D3, and D4 with �=0.1, 1.0, 5.0, and 10.0,
respectively, is shown in Fig. 12. When optical thickness in-
creases, the peak response of transmittance decreases due to the
increasing attenuation of medium. However, when optical thick-
ness increases from �=0.1 to �=1.0, the extended temporal spread
of transmittance also increases due to the increased scattering.
When optical thickness continues to increase, the attenuation also
increases. Therefore, at �=5.0 and 10.0, the extended temporal
spread of transmittance decreases. So there exists the largest ex-
tended temporal spread of transmittance for a certain optical
thickness due to the different effects of scattering in conjunction

Boundary 2 for collimated periodic
erent scattering albedos

ity along directions �=0 deg and
at
tens

0.95
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ith optical thickness. Figure 13 testifies that when 2.4���2.6,
he largest extended temporal spread of transmittance appears.
rom Figure 12 it can also be seen that the peak of pulse could not
e recognized in the medium with �=10 and �=0.9, since the
ttenuated pulse is masked by the multiple scattering.

The temporal radiative intensity along 	=0 deg, 1 deg, 10 deg,
0 deg, 40 deg, and 60 deg at Boundary 2 for Case D1 with �
0.1 is shown in Fig. 14. The intensity in directions 	=0 deg,
deg, 10 deg, 20 deg, 40 deg, and 60 deg with �=0.1 is smaller

han those in Fig. 7�b� with �=1.0, because of medium with thin-
er optical thickness having smaller scattering ability. However,
he intensity along 	=0 deg with �=0.1 is larger than that in Fig.
�b� with �=1.0 due to smaller attenuation by the medium. It also
an be seen that only when 	�10 deg the response width is al-
ost equal to the incident serial pulse. When 	�10 deg, the re-

ponse width for incident pulse is broadened. When 	�60 deg,

Fig. 12 The temporal transmittanc
and D4 with different optical thickn

Fig. 13 The largest extended temp

ing when 2.4<�<2.6

ournal of Heat Transfer
the response width for the incident pulse cannot be recognized.
The temporal incident radiation distributions at five different

locations with large optical thickness �=10 are shown in Fig. 15.
It can be seen that as the optical thickness increases, the attenua-
tion increases and the incident radiation decreases. During the
whole radiative transfer process, the temporal incident radiation
curves also vary periodically with the incident serial pulse. Nev-
ertheless, at large optical thickness, the effect of incident pulse
shape on the incident radiation weakens, and the peak of the in-
cident radiation tends to disappear.

3.6 Effect of Anisotropic Scattering. Figures 16�a� and
16�b� show the temporal radiative intensity along 	=0 deg, 1 deg,
10 deg, 20 deg, and 30 deg at Boundary 2 in the forward scatter-
ing medium with a=0.9 for Case E2 and in the backward scatter-
ing medium with a=−0.9 for Case E3, respectively. Compared

t Boundary 2 for Cases D1, D2, D3,
ses

al spread of transmittance appear-
e a
or
OCTOBER 2008, Vol. 130 / 102701-11
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ith Fig. 7�b�, it can be seen that the scattering phase function
auses significant differences on the relative intensity distributions
t �=1.0. The forward scattering evidently increase the response
long directions within �0 deg, 90 deg�. In the forward scattering
edium with collimated radiation along the direction 0 deg, most

f the energy bundles travel in the forward directions �0 deg,
0 deg�, which enable the energy bundles to penetrate the layer
ore rapidly. On the contrary, in the backward scattering medium,

he energy bundles always propagate back and forth inside the
edium, leading to more energy being absorbed and less energy

rriving at Boundary 2, so the temporal responses for radiative
ntensity are smallest along all directions within �0 deg, 90 deg�.

Figure 17 shows the temporal transmittance at Boundary 2 with

Fig. 14 The temporal radiative
1 deg, 10 deg, 20 deg, 40 deg, and 6
�=0.1

Fig. 15 The transient incident rad

locations for Case D4 with optical thic

02701-12 / Vol. 130, OCTOBER 2008
�=0.9, �=1.0 for Cases E1, E2, and E3 with three different scat-
tering phase functions, respectively. It can be seen that forward
scattering makes obviously larger temporal transmittance than
those by the isotropic and backward scattering media, and the
temporal transmittance is smallest in the backward scattering me-
dium. The shape and width of the transient incident radiation do
not change in the three scattering functions.

4 Concluding Remarks
The time-dependent DRESOR method was utilized to solve

transient radiative transfer in a one-dimensional slab filled with an
absorbing, scattering, and nonemitting medium and exposed to

nsity along directions �=0 deg,
eg at Boundary 2 for Case D1 with

on distributions G„z , t… at different
inte
0 d
iati

kness �=10
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ollimated incident serial pulse with different pulse shapes and
idths. With the time-dependent DRESOR values, representing

he temporal response of an instantaneous, incident pulse with unit
nergy and the same incident direction as that for the serial pulse
roposed and calculated by the MCM, the temporal radiative in-
ensity with fine directional resolution was obtained. To verify the
ime-dependent DRESOR algorithm, the transient results obtained
y the DRESOR method were compared to the results with the
CMs, and good agreements were achieved.
The influences of pulse width, reflective boundary, scattering

lbedo, optical thickness, and anisotropic scattering on the tran-
ient radiative intensity, especially along different directions were
nvestigated. It was shown that the pulse shape and width domi-

(a)

(b)

Fig. 16 The temporal radiative int
20 deg, and 30 deg at Boundary 2 i
a=0.9 for Case E2 „a…, and in the
=−0.9 for Case E3 „b…
ate the temporal response right after pulse; however, the multiple

ournal of Heat Transfer
scattering of the medium has the dominant effect on the in-
between pulse response. The temporal radiative intensity caused
by collimated incident serial pulse comes from the overlapped
temporal response of serial pulse, and also changes periodically.
The observing angle within 	�10 deg was suggested to study the
width effect of pulse on the radiative transfer. The boundary re-
flectivity and scattering albedo of media can evidently promote
the response of the serial pulse. For the cases with smaller optical
thickness, such as 1.0, the temporal curves of the incident radia-
tion approach the shape of incident serial pulse, and the pulse
width does not change during the transmission in the scattering
media. However, for the cases with larger optical thickness, such

ity along �=0 deg, 1 deg, 10 deg,
e forward scattering medium with

ckward scattering medium with a
ens
n th
ba
as 10.0, the acutely attenuated incident radiation is masked by the
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ultiple scattering, and its shape becomes invisible. In the lin-
arly anisotropic scattering medium, compared with the backward
cattering, the forward scattering enhances the radiative transfer
cross the medium and thus increases the incident radiation inside
he medium.

Although the present work focused on the theoretical research,
t seems especially helpful to promote the study of micromachin-
ng with serial pulse or pulse train incident radiation. One of the
dvantages of the DRESOR method is to provide the directional
ntensity with good accuracy, which is useful to develop some
nverse techniques based on radiative measurements at several
ngles. The numerical results presented in this paper might have
otential for testing other codes, such as DOM, which may suffer
rom numerical diffusion especially in oblique directions.
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omenclature
A � area, m2

c � propagation speed of the radiation inside the

Fig. 17 The temporal transmittance distributions for C
functions
medium, m/s

02701-14 / Vol. 130, OCTOBER 2008
E0 � relative energy of energy bundles
G � incident radiation, W /m2

I � radiative intensity, W / �m2 sr�
Iow � the incident radiative intensity, W / �m2 sr�

jz � the volume element
N � number of discrete volume elements

N0 � number of energy bundles used in the
DRESOR method

M � number of discrete polar angles
R � time-resolved reflectance

Rd
s � DRESOR values, 1 /m3 or 1 /m2

S � source function
s � distance, m
ŝ � direction vector
T � time-resolved transmittance
t � time of bundle traveling, s

tp � a unit time step, s
z � location in z axis, m

z0 � thickness of the one-dimensional layer, m
� � absorption coefficient, m−1

�s � scattering coefficient, m−1

� � extinction coefficient, m−1

	 � polar angle, rad
� � scattering albedo
� � optical thickness
� � cosine of the polar angle
� � solid angle
� � scattering phase function

s E1, E2, and E3 with three different scattering phase
ase
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ubscripts
W ,w � wall surface

z � axis of the rectangular coordinate system
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Two-Phase Flow Simulation of
Mist Film Cooling on Turbine
Blades With Conjugate Internal
Cooling
Effective cooling of gas turbine combustor liners, combustor transition pieces, turbine
vanes (nozzles), and blades (buckets) is a critical task to protect these components from
the flue gas at extremely high temperature. Air film cooling has been successfully used to
cool these hot sections for the past half century. However, the net benefits from the
traditional methods seem to be incremental, but the temperature of working gas is con-
tinuously increasing to achieve high thermal efficiency. Therefore, new cooling tech-
niques need to be developed. One of the promising techniques is to enhance film cooling
with mist injection. While the previous study reported the effect of mist on the cooling
effectiveness with an adiabatic wall, this paper focuses on the effect of mist injection on
heat transfer of film cooling with a nonadiabatic flat wall, using the commercial compu-
tational fluid dynamics software package FLUENT. Both 2D and 3D cases are considered
with a 2D slot and diffusive compound-angle holes. Modeling of the interaction of a
droplet with a uniformly cooled wall as well as conjugate heat conduction inside the solid
base are conducted. Different mist droplet sizes and mist concentrations are adopted.
Conditions both in a gas turbine operating environment (15 atm and 1561 K) and in a
laboratory environment (1 atm and 450 K) are considered. Results show that injecting
2–10% mist reduces the heat transfer coefficient and the wall temperature. Especially,
mist has the prolonged effect of cooling the region downstream for 15 jet hole diameters,
where conventional air film cooling is not effective. �DOI: 10.1115/1.2944247�

Keywords: film cooling, mist cooling, blade cooling, heat transfer enhancement, two-
phase flow
Introduction

To improve the thermal efficiency of gas turbines �GTs�, the
urbine inlet temperature is usually elevated higher than the metal

elting point. Effective cooling of GT combustor liners, combus-
or transition pieces, turbine vanes �nozzles�, and blades �buckets�
s a critical task to protect these components from the hot flue gas.
ir film cooling as well as airfoil internal cooling have been suc-

essfully used in GT applications for the past half century. To
ake the cooling more effective, significant effort has been ex-

ended and research has been conducted. Many flow and geomet-
ic parameters affect the performance of film cooling, such as jet
ole shape and coolant injection angle, blowing ratio, inlet veloc-
ty profile, turbulence intensity, and coolant-supply plenum con-
guration. These parameters have to be optimized to achieve good
ooling performance �Brittingham and Leylek �1�; Jia et al. �2��.
or example, the injection angle is mostly less than 35 deg to
educe the jet separation and flow recirculation. Studies also found
hat lateral or forward diffusive holes perform better than simple
orward holes. A well-designed diffusive hole can mimic the per-
ormance of a slot jet �Brittingham and Leylek �1��. Turbulence
ntensity can either upgrade or downgrade film-cooling perfor-

ance depending on the blowing ratio and flow structure �May-
ew et al. �3��. Further studies were also conducted on some spe-

1Present address: Lamar University, TX.
2Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 10, 2007; final manuscript received
ovember 28, 2007; published August 8, 2008. Review conducted by Louis C.

urmeister.

ournal of Heat Transfer Copyright © 20
cific parameters, such as the effect of surface roughness on film
cooling �Rutledge et al. �4�� and the cooling of trailing edge cut-
back �Martini et al. �5��.

Selection and validation of turbulence modelings are vital in
predicting film-cooling performance. Turbulence models adopted
include V2F k-� by Jia et al. �2�, the standard k-� model by
Brittingham and Leylek �1�, k-� model by Heidmann et al. �6�,
and large eddy simulation �LES� by Tyagi and Acharya �7�. In
general, numerical simulation can provide ideal boundary condi-
tions but may fail to accurately predict such physical phenomena
as flow separation.

Film-cooling technology has become quite mature during the
past five decades. The net benefits from further improvement
seem to be marginally incremental. New cooling techniques need
to be developed to surpass the current limits. To this end, this
paper proposes to simulate injecting water mist into the air coolant
to improve the film-cooling performance. By injecting water mist
into the coolant flow, each droplet acts as a heat sink. Droplet
evaporation reduces the flow temperature near the surface and
thus provides better protection for the surface. The cooling effec-
tiveness can also be enhanced due to direct contact between the
droplets and the wall. Other enhancing mechanisms include high-
temperature gradient near the wall, augmented mixing by droplet-
air interactions, and increased specific heat. In addition, the resi-
dence time needed for droplet evaporation postpones the cooling
enhancement into the downstream region where single-phase air
film cooling becomes less powerful. By taking advantage of the
aforementioned heat transfer mechanisms, mist has been em-
ployed in GT inlet air fog cooling �Chaker et al. �8��, overspray
cooling through wet compression �Petr �9��, and airfoil internal

cooling �Guo et al. �10��.
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Li and Wang �11,12� evaluated the effect of mist injection on
lm cooling with numerical simulation under low temperature,
elocity, and pressure. It was shown that a small amount of mist
njection �2% of the coolant mass flow rate� could increase the
diabatic cooling effectiveness by about 30–50%. Further study
ndicated that smaller droplets and higher mist concentration re-
ult in a better enhancement. Afterward, Wang and Li �13� exam-
ned the performance of mist film cooling under GT operational
onditions, featured by high pressure �15 atm�, velocity �128 m/s�,
nd temperature �1561 K�. The enhancement of the adiabatic cool-
ng effectiveness was found less attractive than the cases with low
ressure, velocity, and temperature conditions. However, due to
igh surface temperature under GT operating conditions, the ad-
itional wall temperature reduction could achieve 60 K even
hough the enhancement of adiabatic cooling effectiveness is only
%. This temperature reduction can be critical to the airfoil life
xpectancy of GTs.

Previous studies �Li and Wang �11–13�� reported only the effect
f mist on the adiabatic cooling effectiveness. As a continuation of
ist film cooling studies, this paper focuses on mist film cooling

eat transfer coefficient with a nonadiabatic surface. A 2D slot and
D diffusive compound-angle holes are considered in this study
ith both a uniformly cooled wall at a constant heat flux and a

onjugate inner wall cooled by an internal cooling flow.

Numerical Model

2.1 Geometric Configurations and Physical Model. Recog-
izing that a diffusive compound-angle hole generally provides a
ood cooling performance, it was employed first in this study.
igure 1 shows the details of the diffusive compound-angle hole.
he forward angle is 35 deg with an extra diffusive angle of 15
eg, and the inclination angle in the direction perpendicular to the
ainstream is 30 deg. The nominal diameter �d� of the injection

ole is 1 mm. The vertical height of the jet hole is 1.72d, which
ives an actual jet hole length of 3d. The computational domain is
0d in the mainstream direction and 3d in the spanwise direction.
he domain has a height of 10d. The distance between the main-
tream inlet and the coolant jet injection hole is 10d.

To more closely simulate the real turbine airfoil cooling includ-
ng both the external film and the internal channel flow cooling, a
D slot with a slot width �b� of 4 mm is employed, as shown in
ig. 1. The slot width was chosen to be consistent with previous
tudies. In this conjugate cooling arrangement, the solid metal
all with a uniform thickness of 1.72d is included in the compu-

ational domain. Below the base wall bottom surface, an internal
ooling channel flow is imposed with an internal heat transfer
oefficient hi and a coolant flow temperature Tci.

Fig. 1 Computational domain
There are 360,000 cells for the 3D case. An unstructured grid

02901-2 / Vol. 130, OCTOBER 2008
with tetrahedron elements is applied to the coolant passage of the
compound-angle jet and a small volume in the main domain close
to the jet exit. The rest of the domain is meshed to structured but
nonuniform grids with hexahedron elements. Figure 2 shows the
grid of the coolant passage wall as well as the cooled base surface.
Finer grids are generated in the region close to the jet hole and the
base wall. For the 2D slot case, a near-wall grid was adapted to
examine the grid independence. Adaptation refines the grid in both
streamwise and spanwise directions. The y+ value reaches 1 in
most of the areas. A detailed discussion of near-wall mesh effect
on mist film cooling is referred to a previous study �Li and Wang
�12��.

A feasible method to simulate film cooling with mist injection
is to consider the droplets as a discrete phase since the volume
fraction of the liquid is usually small �less than 1%�. The trajec-
tories of the dispersed phase �droplets� are calculated by the La-
grangian method. The impacts of the droplets on the continuous
phase are considered as source terms to the governing equations
of mass, momentum, energy, and species equations. Three species
�oxygen, nitrogen, and water vapor� are simulated in mist film
cooling flow. The standard k-� model is used with enhanced near-
wall treatment to the continuous phase �air�. The governing equa-
tions as well as the turbulence model have been explained in Ref.
�12� and are summarized in Table 1 without further explanation.

The droplet trajectory is traced by applying Newton’s second
law. The energy balance for each droplet can be given as

d cooling hole configurations
Fig. 2 Validation of numerical procedure
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mpcp
dT

dt
= �d2hd�T� − T� +

dmp

dt
hfg �1�

here hfg is the latent heat. The convective heat transfer coeffi-
ient �hd� can be obtained with an empirical correlation �Ranz and
arshall �14��. The mass change rate/vaporization rate �dmp /dt�

s governed by concentration difference between droplet surface
nd air stream,

−
dmp

dt
= �d2kc�Cs − C�� �2�

here kc is the mass transfer coefficient, Cs is the vapor concen-
ration at the droplet surface, and C� is the vapor concentration of
he bulk flow. When the droplet temperature reaches the boiling
oint, its evaporation rate will be evaluated by �Kuo �15��

−
dmp

dt
= �d2��

d
��2.0 + 0.46 Red

0.5�ln�1 + cp�T� − T�/hfg�/cp

�3�

here � is the gas/air heat conductivity and cp is its specific heat.
Stochastic method is used to consider the effect of turbulence

ispersion on droplet tracking. The droplet trajectories are calcu-
ated with the instantaneous flow velocity �ū+u��, and the velocity
uctuations are then given as

u� = ��u�2�0.5 = ��2k/3�0.5 �4�

here � is a normally distributed random number. This velocity
ill apply during the characteristic lifetime of the eddy �te�, a time

cale calculated from the turbulence kinetic energy and dissipation
ate. After this time period, the instantaneous velocity will be
pdated with a new � value until a full trajectory is obtained. A
ore detailed discussion of the stochastic method is given by Li

nd Wang �12�, and more numerical details are given in FLUENT

16�.

Table 1 Governing equatio

� / �xi ��ui�=Sm

� / �xi ��uiuj�=�g� j − �P / �xj + � / �xi �
ij-�ui�uj��+Fj

� / �xi ��cpuiT�= � / �xi ���T / �xi -�cpui�T��+��+Sh

� / �xi ��uiCj�= � / �xi ��Dj�Cj / �xi -�ui�Cj��+Sj

Table 2 Parameters used in

Operational pressure P �atm�
Tmain �K�

Main stream inlet umain �m/s�
�Dry air� Tu �%�

Re1�10−6

Tc �K�
Jet inlet uj �m/s�
�Saturated air� Tu �%�

Red�10−3

M = ��u�c / ��u�g M
Outlet P �atm�
Uniformly cooled wall q �W /m2�
Conjugate cooling wall Tci �K�

hi �W /m2 K�
Droplet size d ��m� 5
Mist concentration ml /m0 �%�
Injection temperature Td �K�
ournal of Heat Transfer
2.2 Boundary Conditions and Operational Parameters. To
explore the physics of mist film cooling under a real GT operating
environment, simulation needs to be conducted under high-
pressure and high-temperature conditions, which is difficult and
expensive for experimental studies. The parameters simulating the
GT operating environment are listed in Table 2 �3D case�. Note
that these parameters represent a general condition in an F-frame
type GT without trying to match the specific condition of any
brand or model. Periodic boundary condition is assigned in the
spanwise direction. All other walls are adiabatic and have a non-
slip velocity boundary condition. The upper boundary is specified
as a slip wall; i.e., the wall shear is zero �or the velocity gradient
normal to the wall is zero�. The slip-wall boundary condition is
justified because the upper boundary �10d� is outside the bound-
ary layer, which is about 2d–3d thick. The mean flow is in the
potential core and the flow shear is negligible.

Also listed in Table 2 is another set of 2D slot flow conditions
with low temperature, pressure, and velocity for typical laboratory
experiments that are similar to those used in many other litera-
tures. For the 2D conjugate cases, the solid wall is assumed to be
an alloy steel with a density of 8030 kg /m3, a heat conductivity
of 16.27 W /m K, and a specific heat of 502 J /kg K. A heat
transfer coefficient of hi=20 W /m2 K and an internal coolant
flow temperature of Tci=375 K are assigned to the internal cool-
ing flow, which is located at the bottom of Fig. 1. For a convenient
comparison with the 3D case, the boundary condition of a con-
stant cooling flux is also assigned to the 2D case.

Based on the experimental results in Guo and Wang �10�, uni-
form droplet sizes ranging from 5 �m to 20 �m are simulated.
In a real condition, the droplet sizes are not uniform, and the
results should be a combination of the results bounded by differ-
ent uniform sizes. Mist is injected uniformly from a surface per-
pendicular to the jet hole axis and close to the jet inlet. The total
trajectories traced are about 10,000. Two different boundary con-
ditions of droplets at walls are simulated: “reflect” and “trap.”

and k-ε turbulence model

� / �xi ��uik�= � / �xi ���+ �t / 	k ��k / �xi �+Gk−��
� / �xi ��ui��= � / �xi ���+ �t / 	�

��� / �xi �
+C1�Gk� / k −C2���2 / k

�t=�C�k2 / �

�eff=�+cp�t /Prt

Deff=D+�t /Sct

mulation for different cases

hole 2D hole

5 1
61 450 1561 K=2350°F
28 10 Uniform
5 5 Turbulence intensity
.5 0.062 1=0.2 m
44 375 644 K=700°F
06 15 Uniform
1 1 Turbulence intensity
.8 1.69

2 1.2
5 1 Constant pressure
105 2000 Constant heat flux
A 375

20
0, 20 5, 10, 20 Uniform

20 2
72 373 Saturation temperature
ns
si

3D

1
15
1

1
6
1

26

1
2�

N

, 1
10,

4
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eflect means the droplets elastically bounce off once they reach
he wall, while trap means they “adhere to the wall and evaporate
ompletely.” The real situation will be bounded by these two cases
s a hybrid condition. Based on the wall temperature and droplet
arameters, some droplets may stick to the wall and evaporate,
hile others may bounce away from the wall with partial evapo-

ation.

2.3 Numerical Method and Model Qualification. FLUENT

v. 6.2.16�, a commercial software package, is used in this study.
he simulation uses the segregated solver, which employs an im-
licit pressure-correction scheme �FLUENT �16��. Second order up-
ind scheme is used for spatial discretization of the convective

erms and species. Iteration proceeds alternatively between the
ontinuous and discrete phases, and the droplet trajectories are
pdated every ten iterations in the continuous phase. Results are
onverged after the specified residuals are met. A converged result
enders a mass residual of 10−4, an energy residual of 10−6, and
omentum and turbulence kinetic energy residuals of 10−5. These

esiduals are the summation of the imbalance for each cell, scaled
y the flow rate. Typically, 1000–2000 iterations are needed to
btain a converged result, which takes 1–2 h on a 2.8 GHz Pen-
ium 4 personal computer for 2D cases and 10–20 h for 3D cases.

The numerical procedure and methodology in this paper follow
hose in the studies of Refs. �11,12�, in which the numerical re-
ults were qualified by comparing with the experimental data with
ir-only film cooling. In Ref. �12�, the effect of various models on
he computational results was examined. These models include the
urbulence models, dispersed-phase model, different force models,
rajectory tracking model, near-wall grid arrangement, and mist
njection scheme. In addition, the effects of flow inlet boundary
onditions, inlet turbulence intensity, and near-wall grid density
n simulation results were also considered. Since there are no mist
lm cooling experimental data available in the public domain, the
odeling of water droplets in this study is qualified by comparing

he computational fluid dynamics �CFD� results with the experi-
ental mist impingement jet data from Li et al. �17�. Figure 3

hows both the standard k-� and Reynolds stress �RSM� turbu-
ence models predicting well �within 5%� in comparison with the
xperimental results of wall temperature distribution on the target
all.

2.4 Grid Sensitivity and Uncertainty. In the 3D cases, the
rid sensitivity study started from 150,000 meshes until the result
f film-cooling effectiveness changed less than 1% when the mesh
umber was increased from 240,000 to 360,000. We felt comfort-
ble with this result and did not continue to refine the mesh over
60,000. The uncertainty from the key factors is estimated as
ollows: 10% for different turbulence models, 5% for turbulence
ength scales, 3% for the resolution of second order central and
pwind methods, 1% for convergence resolution, 3% for the effect
f grid size, and 3% for the near-wall grid effect. The overall

Fig. 3 Computational meshes
ncertainty for cooling effectiveness is estimated to be 12%. Since

02901-4 / Vol. 130, OCTOBER 2008
no experimental data in the public domain could be found to be
compared with the current computational results under the simu-
lated conditions, the above uncertainty is estimated from the com-
putational results under low temperature and pressure conditions
in Refs. �11,17�. Therefore, the estimated uncertainty is not based
on the true value; rather it represents the uncertainty excursion of
the results that are attributed to the computational model and
scheme.

3 Results and Discussion

3.1 Baseline Case of Mist Film Cooling With the
Compound-Angle Diffuse Hole. As a baseline case, Fig. 4 shows
the temperature field and droplet trajectories of the 3D case with
the compound-angle diffuse hole at elevated operational condi-
tions �1561 K, 15 atm, and 128 m/s� with a blowing ratio of 2,
mist concentration at 10%, and 10 �m water droplets. The jet
flow does not detach from the wall but creates a cold film layer
with a thickness of about one jet diameter, which blankets the wall
surface quite uniformly. The film coolant flow is not shown, but
the coolant-affected area can be recognized by the temperature
field. The relatively uniform cold blanket with the compound-
angle hole can be interpreted by the flow behavior in the cross
section perpendicular to mainstream direction. As shown in Fig. 5,
the compound-angle hole provides a well-organized flow close to
the wall in the downstream region, which makes the coverage
uniform in the spanwise direction.

The droplet trajectories are also shown in Fig. 4, and these
trajectories are only a small fraction of those traced in simulation.
It can be seen that rather than following the streamline, the drop-
lets move to the top of the coolant-affected area, away from the
wall and the coolant flow. As found in Wang and Li �13�, this
uplift droplet behavior under the elevated operating conditions
downgrades the mist enhancement on film cooling. Even with this
downgraded performance, water droplets still play an important
role to keep the cooling surface temperature low.

The film-cooling performance is usually evaluated by the adia-
batic film-cooling effectiveness, a= �Tg−Taw� / �Tg−Tc�, with the
base wall being insulated. This approach provides a useful refer-
ence with a well-controlled boundary condition. However, in real
applications, the cooling of airfoils is usually a conjugate heat
transfer accompanied with internal airfoil cooling. Heat transfer
coefficient �h� is usually reported for nonadiabatic cases. The ap-
propriate way to determine the h-value is not straightforward. Two
options can be considered: First, it is defined as

ho = qw� �x�/�Tw − Taw� �5�

This definition provides an appropriate scaling for the h-value
when different wall cooling or heating fluxes are employed, but it
cannot fairly show the cooling enhancement induced by mist be-
cause Taw of the mist case is lower than the air-only case, so lower
Tw of the mist case is not fairly reflected through the h-value.

Fig. 4 Temperature field and droplet trajectories with the 3D
compound-angle hole
Furthermore, to calculate h0, an additional computation needs to
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e conducted to obtain Taw under the adiabatic-wall condition.
herefore, for the convenience of comparing the film-cooling per-

ormance between air and mist film cooling in this study, a second
onsideration is given to the local heat transfer coefficient defined
s

h = q��x�/�Tw − Tg� �6�

here the h-value is a function of coolant temperature and wall
eat flux in addition to the function of the aerodynamics and sur-
ace conditions as the conventional heat transfer coefficient is.

Methods have been previously developed to relate the adiabatic
ooling effectiveness to the wall heat flux with the intention to
eep the h-value as a function of aerodynamics and surface con-
itions only. For example, Metzger et al. �18� developed a method
o absorb the functionality of Tc into the nondimensional tempera-
ure �= �Tc−Tg� / �Tw−Tg� and proved that h is a linear function of

bounded by two conditions: no heat flux �i.e., Tw=Taw� and �
0 �i.e., Tc=Tg�. Eckert �19� and Choe et al. �20� developed a

uperposition method with ho=qw� �x� / �Tw−Taw� and other
-values with the coolant ejected at the mainstream temperature
i.e., Tc=Tg� to determine the actual local heat transfer coefficient
s a function of �. In this paper, we choose to use the definition of
q. �6� because Tc and Tg are fixed for all cases. Thus, the com-
arison of h-values obtained from Eq. �6� is adequate and unique.
urthermore, for conjugate heat transfer boundary conditions, two
ore factors are introduced: the internal heat transfer coefficient,

i, and the internal coolant temperature, Tci. The h-value defined
y Eq. �6� is the most convenient way to compare air and mist
lm-cooling performances when both hi and Tci are also fixed.
The heat transfer result of film cooling with the 3D compound-

ngle hole jet is shown in Fig. 6, and a constant heat flux is
pplied to the base cooled wall for this case. To allow readers to
ompare the differences between the two heat transfer coeffi-
ients, both ho and h are shown in Fig. 6. It can be seen that the
eat transfer coefficient �ho�, defined by Eq. �5�, for film cooling
ith and without mist injection is almost the same, while the heat

ransfer coefficient �h�, defined by Eq. �6�, is reduced because of
ist injection, especially at larger x /d. In this case with the con-

tant heat flux as the boundary condition, a lower h-value indi-
ates a lower surface temperature, as shown in Fig. 6�b�. The
-value defined by Eq. �6� adequately shows this reduced heat
ransfer phenomenon, whereas h0 defined by Eq. �5� does not. In
eal GT applications, the actual wall temperature reduction is im-
ortant. The mist film cooling results show that the wall tempera-
ure reduction increases from 15 K to 45 K downstream of x /d
15–30 in Fig. 6�b�. This is exactly what we really want because

he downstream wall is hotter and needs more cooling. The pro-

Fig. 5 Flow field on planes perpendicu
compound-angle hole case „colored by tem
onged effect of mist cooling provides this needed service.

ournal of Heat Transfer
3.2 Effects of Water Droplet Sizes, Mist Concentration,
and Droplet-Wall Interaction Model on Film-Cooling
Performance. Three different water droplet sizes �5 �m, 10 �m,
and 20 �m� are simulated. Figure 7�a� shows that the droplet size
does not make a difference within x /d�5, but the smaller drop-
lets can provide better cooling enhancements �lower h-values and
low surface temperatures� downstream of x /d=5. The plausible
explanation is that the higher surface to volume ratio of small
droplets makes droplet evaporation more rapidly and effectively
than that of large droplets. In addition, smaller droplets follow the
jet flow better, and the evaporation occurs more adjacent to the
wall as supported by the particle tracing results, which are not
shown here due to limited space.

to the mainstream direction for the 3D
rature…

(a)

(b)

Fig. 6 Heat transfer results of the 3D case with the compound-
angle hole over a uniformly cooled base wall under GT operat-
lar
ing conditions „15 atm and 1561 K…
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The droplet trajectory of 10% mist concentration �Fig. 4� shows
hat all the droplets evaporate before the mainstream exit at x /d
30 due to the high main flow temperature. By adding more mist
p to 20% of the coolant mass flow rate, the result in Fig. 7�b�
hows an approximately 10% decrease downstream of x /d=30 for
he h-value, which corresponds to an additional drop of wall tem-
erature of approximately 28 K from the 10% mist case and 55 K
rom the air-only case.

Another factor that may affect mist film cooling is the boundary
ondition of droplets on the wall �i.e., droplet-wall interactions�.
n all the cases above, the reflect condition is applied, which
eans the droplet will bounce from the wall elastically. On the

pposite end of the extreme case, the trap condition assumes that
he droplets adhere to the wall and evaporate completely once
hey hit the wall. The true condition shall fall within these two
xtreme conditions. Both reflect and trap conditions have been
mployed, and numerical results indicate that these two different
onditions produce almost no difference on heat transfer coeffi-
ient. The reason is that only few droplets �less than 1%� have a
hance to hit the wall in these film cooling cases.

3.3 Heat Transfer of Mist Film Cooling at Low Opera-
ional Conditions With a 2D Slot Jet. Figure 8 shows the results
f the 2D case at low operational conditions �1 atm and 450 K�.
ue to mist injection, the heat transfer coefficient �h� decreases

or both reflect and trap boundary conditions. The wall tempera-
ure is reduced significantly, and the intensive evaporation with
rap condition results in a wall temperature below coolant tem-
erature. At low operational conditions, the droplets stay more
losely to the wall, following the streamline, which makes the

(a)

(b)

ig. 7 Effects of „a… droplet size and „b… mist concentration on
lm cooling with the compound-angle diffuse hole over a uni-

ormly cooled base wall under GT operating conditions „15 atm
nd 1561 K…
ooling enhancement more effective.

02901-6 / Vol. 130, OCTOBER 2008
3.4 Effect of Conjugate Heat Transfer on Mist Film Cool-
ing (2D Slot Jet). Conjugate wall condition mimics more closely
the actual blade cooling with both internal passage cooling and
external film cooling. Figure 9 shows the temperature field of the
2D film cooling with conjugate heat transfer. The temperature
distribution in the y direction �cross stream� is relatively uniform
in the conduction region. However, the large temperature gradient
in the x direction indicates that there is a strong axial heat con-
duction, especially in the proximity of the jet hole. As seen in Fig.
9�b�, the temperature in the solid wall at x /2b=1 is higher than
the local flow temperature. Figure 9 also shows some droplet tra-
jectories. Under the low operating conditions, the droplets stay
more closely to the wall, following the streamline. Turbulence
random tracking method allows individual trajectory to divert
from its time-averaged track and mimics the actual instantaneous
turbulence flow fluctuations more adequately.

Figure 10 shows the result of the 2D conjugate heat transfer
with internal cooling. Injecting mist lowers the temperature of
both internal and external walls. The heat flux transferred to the
internal flow with mist injection is gladly found to be much lower
than the air-only case because the reduced internal cooling means
that more energy will remain in the main flow. The positive heat
flux in the neighborhood of jet hole with x /2b�5 indicates a
strong axial heat conduction from downstream to upstream due to
the large axial wall temperature gradient. It is interesting to see
that the heat flows back to the mainstream �actually to the jet flow
that is cooler than the wall, as shown in Fig. 9�b��, rather than
moves to the internal cooling flow through the inner wall. Gener-
ally speaking, heat flux through the wall is reduced significantly
by mist injection. The heat flux losses to the internal flow are
almost zero between x /b=10–25. With the conjugate heat transfer
modeling, mist injection can be seen to reduce the heat transfer

(a)

(b)

Fig. 8 Heat transfer result of the 2D slot case at low opera-
tional conditions „1 atm and 450 K…
coefficient �h�, the wall heat flux, and the wall temperature.
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Conclusions
As an effort to develop an advanced film-cooling scheme, this

aper studies heat transfer of film cooling with mist injection.
oth low laboratory conditions and realistic GT operating condi-

ions at high temperature, pressure, and Reynolds number �veloc-
ty� are considered with different wall heating conditions. The
onclusions are as follows:

• Under GT operating conditions with a compound-angle dif-
fuse hole, mist injection reduces the heat transfer coefficient
�h� as well as the wall temperature, especially at the down-
stream region. The heat transfer coefficient �h0� has little
changes with mist injection.

• Due to a large temperature difference between the main flow
and the coolant flow under GT operating conditions, inject-
ing 10% �weight� mist results in 8% �4% point� reduction of
heat transfer coefficient �h� and approximately 40 K reduc-
tion in wall temperature. Injecting mist provides prolonged
cooling and results in more effective cooling in the down-
stream region �x /d�15� where air-only film cooling is less
effective.

• Smaller droplets and higher mist concentration result in a
stronger surface cooling protection, indicated by a smaller
heat transfer coefficient �h� under the same wall heat flux.

• The droplet boundary conditions of reflect and trap give
nearly identical results at GT operating conditions because
most droplets do not have a chance to hit the wall.

• Under low temperature, pressure, and Reynolds number
laboratory conditions, the results of the 2D slot jet with
conjugate internal cooling show that injecting 2% mist
�mass� reduces heat transfer coefficient �h�, wall heat flux
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(a)

(b)

ig. 9 Temperature distribution of 2D film cooling with conju-
ate heat transfer
about 400 W /m , and wall temperature about 15 K.

ournal of Heat Transfer
• The result of the conjugate 2D cases indicates that heat con-
duction from downstream to upstream along the solid wall is
strong. Heat flux through the wall is reduced significantly
due to mist injection. The heat flux losses to the internal
flow are almost zero in the range x /b=10–25. The stream-
wise heat even conducts back to the film-cooling jet flow in
the neighborhood of the jet hole within x /b�5.
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Nomenclature
b � slot width �m�
C � concentration �kg /m3�
d � diameter �m�
k � turbulence kinetic energy �m2 /s2�

kc � mass transfer coefficient �m/s�
M � blowing ratio, ��u�c / ��u�g

qw� � wall heat flux
S � source term

Tu � turbulence intensity

Greek
� � turbulence dissipation rate �m2 /s3�

a � adiabatic film-cooling effectiveness,
�Tg−Taw� / �Tg−Tc�

(a)

(b)

Fig. 10 Heat transfer result of mist film cooling of a 2D slot jet
with a conjugate wall cooling
� � thermal conductivity �W/m K�
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ubscripts
aw � adiabatic wall

c � coolant or jet flow
i � internal cooling
p � particle or droplet
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his paper deals with the comparison of spectral narrow band
odels based on the correlated-K (CK) approach in the specific
rea of remote sensing of plume signatures. The CK models cho-
en may or may not include the fictitious gas (FG) idea and the
ingle-mixture-gas assumption (SMG). The accuracy of the CK
nd the CK-SMG as well as the CKFG and CKFG-SMG models
re compared, and the influence of the SMG assumption is in-
erred. The errors induced by each model are compared in a sen-
itivity study involving the plume thickness and the atmospheric
ath length as parameters. This study is conducted in two remote-
ensing situations with different absolute pressures at sea level
105 Pa� and at high altitude (16.6 km, 104 Pa). The comparisons
re done on the basis of the error obtained for the integrated
ntensity while leaving a line of sight that is computed in three
ommon spectral bands: 2000–2500 cm�1, 3450–3850 cm�1,
nd 3850–4150 cm�1. In most situations, the SMG assumption
nduces negligible differences. Furthermore, compared to the
KFG model, the CKFG-SMG model results in a reduction of the
omputational time by a factor of 2. �DOI: 10.1115/1.2946475�

eywords: radiative heat transfer, high temperature plume
ignature, remote sensing, spectral narrow band models, paramet-
ic study

ntroduction
Modeling of plume signatures involves two main issues. On the

ne hand, the radiative properties of the combustion gases at high
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temperatures are necessary to compute the radiative heat transfer.
This is an active research area �Refs. �1–4� and references
therein�. On the other hand, fast and accurate methods are re-
quired to describe the radiative heat transfer inside the plume and
through the atmosphere. This paper addresses this issue. This
study deals with the comparison of spectral narrow band models,
based on the correlated-K �CK� approach �5,6� in the specific area
of remote sensing of plume signatures. The evaluation of the ac-
curacy of each narrow band model is done with the use of line-
by-line �LBL� reference calculations.

In the long range sensing of plume signature, high temperature
combustion gases, such as CO2, H2O, and CO, are also present in
the atmosphere. In this type of application, emission is mainly due
to the plume at high temperature, whereas absorption occurs prin-
cipally in the atmosphere between the plume and a sensor. Con-
trary to the LBL model, the spectral interval of narrow band mod-
els includes many lines. Each of these line intensities depends on
temperature. As the line location inside a narrow band is blurred,
the CK approach can lead to a large overestimate of the atmo-
spheric absorption.

To avoid this source of discrepancy, several models, including
the fictitious gas �FG� idea, were developed �5,7–9�. The present
authors �10� have proposed to extend the single-mixture-gas as-
sumption �SMG� of Fu and Liou �11� used in meteorological ap-
plications to the remote sensing of plume signature in order to
increase the computational efficiency of the CKFG model. The
CKFG-SMG model considers the H2O–CO2–CO mixture as a
single complex gas, which is divided into FGs. As Fu and Liou
�11� pointed out, the SMG assumption induces additional blurring
in the narrow band because the radiation emitted by the lines
belonging to one real gas can be absorbed by the lines of another
gas. The SMG assumption leads to an overcorrelation of lines
belonging to different real gases. This source of error has been
studied in Refs. �10,12� with academic cases. In Ref. �10�, the
CK-SMG and CKFG-SMG models were presented and compared
to a LBL reference calculation in academic configurations at the
sea level pressure. As expected, the CKFG-SMG method achieved
better accuracy than the CK-SMG method, especially when long
atmospheric path lengths were involved. Moreover, in the test
cases of Ref. �10�, the SMG assumption resulted in negligible
errors.

In this paper, we propose to compare the computational time
and accuracy of narrow band models. These comparisons are con-
ducted in two remote-sensing situations in which the altitude and
the absolute pressure are different. The results of the CK, CKFG,
CK-SMG, and CKFG-SMG models are compared to a LBL ref-
erence calculation. Furthermore, the validity of the SMG assump-
tion is investigated for ground level and high altitude remote-
sensing applications.

Description of the Radiative Transfer Method and the
Spectral Models

To compute the plume signature with the different spectral
models cited previously, the radiative transfer equation has to be
solved in a typical remote-sensing application. To evaluate the
accuracy of spectral models, the medium is considered to contain
only gases; scattering is not taken into account. The ray tracing
method is well suited to compute the infrared intensity leaving a
line of sight.

First, the ray tracing method is presented. Then, the CK and the
CKFG models are presented, and special features of the CK-SMG
and the CKFG-SMG models are given. The LBL approach is not
detailed here because it is exposed and validated in Ref. �10�.

Ray Tracing Model. The ray tracing method allows one to
compute the intensity leaving a line of sight �5,8,10�. In the case
of plume signatures, such a line of sight goes through a nonho-
mogeneous and nonisothermal medium containing a

H2O–CO2–CO mixture. Taking into account successive emis-
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ions and absorptions occurring along a line of sight passing
hrough Nc homogeneous and isothermal layers, the monochro-
atic intensity, I�, leaving a line, is written as follows:

I� = �
n=1

Nc

Ib��Tn�����n,Nc� − ���n − 1,Nc�� �1�

here Ib��Tn� is the monochromatic blackbody intensity at the
emperature Tn of the layer n, and the transmittivity ���n ,Nc� is
he monochromatic transmittivity of layers from n to Nc, that is
efined by the following equation:

���n,Nc� = �
n�=n

Nc

��n� = exp�− �
n�=n

Nc

��n��n�� �2�

ith ��n� the monochromatic absorption coefficient of the gas
ixture in the layer n� having a thickness �n�. The LBL method

olves Eq. �1� to find the monochromatic intensity I� and requires
onochromatic radiative properties, such as the monochromatic

bsorption coefficient of each gas present in the layer. In order to
ompare the intensities computed with the LBL approach and the
arrow band models, the intensity spectrum obtained with the
BL �Eq. �1�� is averaged over a narrow band. Concerning the
arrow band models, average radiative properties over a narrow

and are used to compute the average intensity, Ī, leaving the line
f sight. For each narrow band, the expression for this intensity is
ritten, as in Ref. �5�.

Ī = �
n=1

Nc

Ib�Tn���̄�n,Nc� − �̄�n − 1,Nc�� �3�

he transmittivity �̄�n ,Nc� is a mean value in a narrow band of the
ransmittivity of layers from n to Nc. The computation of �̄�n ,Nc�
s detailed in the following sections for each model. The main
teps shared by all approaches are summarized below:

�ij�n,Nc� = exp	− �
n�=n

Nc

kj�gi��n�
 �4�

� j�n,Nc� = �
i=1

Nq

�i�ij�n,Nc� �5�

�̄�n,Nc� = �
j=1

N

� j�n,Nc� �6�

here kj�gi� is the K-distribution parameter for the gas j at the
uadrature abscissa gi, which corresponds to the quadrature
eight �i. Nq and N, are, respectively, the total number of quadra-

ure points and the total number of gases. The K-distribution pa-
ameters �kj�gi�� of each real gas �CK� or fictitious gas �CKFG�
re computed from their line spectra. The kj�gi� are then deter-
ined from the LBL spectra using a bisection method. They are

btained for a ten-point Gauss–Legendre quadrature and the width
f a narrow band is fixed to ��=25 cm−1.

Correlated K Model and Correlated K Model With Ficti-
ious Gases. The CK model considers each real gas of the mix-
ure. The CKFG method consists of dividing one real gas into NFG
Gs, which include lines from the same interval of lower-state
nergy of transition, �E�. Furthermore, in the CKFG approach,
ach real gas is divided into three FGs �NFG=3�. FGs of H2O and
O2 consist of lines with their E� in the intervals �E�,
–2000 cm−1, 2000–3000 cm−1, and 3000 cm−1–�. For CO, the

hree FGs classes are 0–900 cm−1, 900–3000 cm−1, and
000 cm−1–�. Considering Eqs. �4�–�6� for the CK model, the

ubscript j represents the three real gases of the gas mixture and

04501-2 / Vol. 130, OCTOBER 2008
N=Ng=3. With the CKFG model, the subscript j represents the
FGs used for the gas mixture. If the mixture contains three real
gases, then the total number of FGs is N=Ng�NFG=9.

Correlated K Model and Correlated K Model With Ficti-
tious Gases and the Single-Mixture Gas Assumption. The idea
of Fu and Liou �11�, who computed K-distribution parameters for
a CK-SMG model, is extended to decrease the total number of
FGs involved with the CKFG model and, consequently, enhance
computational efficiency. The lines of H2O, CO2, and CO gases
are grouped to create three �NGF=3� FGs of the mixture. The first
FG is constituted of the lines from H2O and CO2 gases belonging
to the �E� class, 0–2000 cm−1 and from CO gas with lines hav-
ing their E� in the 0–900 cm−1 range. The second and third FGs
of the mixture are obtained similarly with the �E� classes cited
previously. The CKFG-SMG model is used to compute Eqs.
�4�–�6�. In these equations, the subscript j stands for a FG from
the mixture where the total number of FGs is N=NGF=3. For the
CK-SMG model, the subscript j represents only the mixture, N
=1.

In the following section, a specific situation of remote-sensing
application is described.

Description of the Remote-Sensing Configurations
The applications of remote sensing considered in this paper are

assumed to take place in a subarctic summer atmosphere. The
remote sensing of plume signatures is conducted at two altitudes
where the absolute pressure and the atmospheric concentration of
H2O are different. The line of sight is composed of two layers �see
Fig. 1�, the high temperature plume and the atmosphere with re-
spective thicknesses, �p and �a. The atmosphere for both altitudes
is summarized in Table 1. The molar fractions of CO2 and CO are
identical at both altitudes, and the temperature, pressure, and H2O
molar fraction are obtained from the standard model of the sub-
arctic summer �13�. Moreover, the high temperature value of the
gaseous plume is Tp=2000 K, and the concentrations of the com-
bustion gases inside the plume are representative of typical com-
bustion products; the molar fractions are then, XH2O,p=0.2,
XCO2,p=0.1, and XCO,p=0.05. Also, the plume pressure is assumed
to be the atmospherical pressure �depending on the cases in Table

Fig. 1 Schematic description of the intensity leaving a line of
sight, which goes through two layers, the high temperature
plume and the atmosphere, both constituted of H2O–CO2–CO
mixture at the same pressure but with different temperatures
and layer thicknesses

Table 1 Description of the atmosphere composition in two
remote-sensing cases with different altitudes

Case
No.

Altitude
�km�

Pressure
P �Pa�

Temperature
Ta �K�

Composition

XH2O,a XCO2,a XCO,a

Case 1 0 105 287 0.012 370�10−6 2�10−5

Case 2 16.6 104 225 7�10−6 370�10−6 2�10−5
Transactions of the ASME
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1�. For both altitudes, the intensity leaving a line of sight is com-
puted with the LBL, CK, CKFG, CK-SMG, and CKFG-SMG
models in three spectral intervals given in Table 2. As Beier and
Lindermeir �14� specified, these spectral intervals are frequently
used for missile detection.

In Table 2, the computational time required for each model is
evaluated. Because the time of computation depends on the com-
puter and programming, the number of transmittivity �ij�n ,Nc�
�Eq. �5�� required in a spectral interval is chosen as an indicator
for the computation time. In a spectral interval, such as
�2000–2500 cm−1�, the number of �ij�n ,Nc� required in a narrow
band depends on the number of overlapping gases. The spectral
intervals where the gases overlap are given in Table 3. Further-
more, in order to find an equivalent indicator for the LBL method,
the number of monochromatic transmittivity ���n ,Nc� needed to
compute the narrow band intensities is also presented in Table 2
�the resolution of the LBL spectra is 5�10−4 cm−1�. Table 2 il-
lustrates the time savings when the spectral narrow band models
are used. Moreover, for the spectral intervals considered in this
study, the SMG assumption reduces the computation time by at
least half.

In the following, the accuracy of each narrow band model is
investigated in two cases: the remote sensing of high temperature
plume at sea level �Case 1, Table 1� and at high altitude �Case 2,
Table 1�. Considering three spectral intervals �Table 2�, the accu-
racy of a narrow band model is evaluated with the R ratio defined
as the average difference of the intensity between the narrow band
model and the reference model. Its expression is as follows:
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e 1, „b… CKFG-SMG and CKFG in Case 2, „c… CK-SMG
able 2 Number of �ij needed for each spectral model in dif-
erent spectral intervals

Spectral intervals
�cm−1�

Resolution Nos.

LBL CK CKFG CK-SMG CKFG-SMG

2000–2500 106 530 1590 210 630
3450–3850 8�105 340 1020 170 510
3850–4150 6�105 240 720 120 360
able 3 Spectral intervals where the gases H2O, CO2, and CO
verlap „��=25 cm−1

…

Spectral intervals �cm−1� Gaseous mixture No. of narrow band

1950–2325 H2O–CO2–CO 16
2350–2425 H2O–CO2 4
2450–3200 H2O 31
3225–3775 H2O–CO2 23
3800–4350 H2O–CO 23
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Fig. 2 Mappings of the R ratio in the spectral interval
and the plume thickness „a… CKFG-SMG and CKFG in Cas
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R = 100��
k=1

Nb

ĪLBL,k�−1

�
k=1

Nb

�ĪLBL,k − ĪNB,k� �7�

here Nb is the number of bands included in the spectral intervals

Table 2�. ĪLBL,k and ĪNB,k are, respectively, the average intensity,
n the kth narrow band, obtained with the reference LBL approach
nd the intensity computed with a narrow band model �Eq. �3��
uch as CK, CK-SMG, CKFG, or CKFG-SMG. The absolute
alue of the error due to the narrow band model is considered in
q. �7� in order to avoid a balancing effect of the integrated error

n the spectral interval. R is not the relative error induced by a
arrow band model on the integrated intensity in the spectral in-
erval but is an indicator of the difference between a narrow band

odel and the LBL.

esults and Discussion
From Figs. 2–4, the mappings of the R ratio are represented

ersus the atmospheric path length ��a� and the plume thickness
�p�. The dependence of the R ratio on the atmospheric path
ength and the plume thickness is investigated by covering a wide
ange of remote sensing configurations. The mappings in Fig. 2
how the spectral interval 2000–2500 cm−1, and the mappings in
igs. 3 and 4 show the spectral intervals 3450–3850 cm−1 and
850–4150 cm−1, respectively.
The figures of the R ratio highlight four sources of discrepan-

ies between the narrow band models and the LBL. First, the
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Fig. 3 Mappings of the R ratio in the spectral interv
and the plume thickness for „a… CKFG-SMG and CKF
Case 2
ncrease in the plume thickness results in an enlargement of the
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line wing contribution to the emitted radiation by the plume. The
overlapping of several line wings create a continuum, which helps
to decrease the overcorrelation effects between lines from differ-
ent lower-state energies. Consequently, the errors of the narrow
band models tend to be smaller when the plume thickness in-
creases. The second source of discrepancies is illustrated by the
higher value of R for the low pressure case. At low pressure, the
collision broadening of the lines is weak, and the optical thickness
of the corresponding line wings is almost zero. For the spectra
involved in Case 2, the lines are more spaced and the emitted
radiation is concentrated at the center of the lines. The errors due
to the correlation of lines from different lower-state energies are
enhanced, and R-values are greater at high altitude than at sea
level. The third source of discrepancies is the overestimate of the
atmospheric absorption, due to the spectral correlations. In sum-
mary, long atmospheric path length and low pressure result in the
increase in the R ratio. In contrast, the increase in the plume
thickness tends to reduce the R ratio. If the effects of the atmo-
spheric path length and the plume thickness are competitive, the
mappings show curved isolines of R. When one of these effects
prevails, the isolines of R are either vertical if the effect of atmo-
spheric path length is dominant or horizontal if the effect of the
plume thickness is predominant. The fourth source of discrepan-
cies affects only the models with the SMG assumption since it is
related to the overcorrelation of lines belonging to different real
gases.

In Fig. 2, each frame represents the results of two models:
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3450–3850 cm−1 versus the atmospheric path-length
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al
G i
CKFG-SMG and CKFG, shown in Figs. 2�a� and 2�b�, and CK
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nd CK-SMG models, shown in Figs. 2�c� and 2�d�. Indeed, in
uch cases, both models give similar results. There are two rea-
ons for this, which are due to the specificity of the spectral dis-
ribution of the lines in this interval. First, the lines of H2O and
O2 do not overlap in the atmospheric spectrum �cold lines�. Sec-
nd, H2O cold lines only absorb the intensity emitted by the H2O
ines of the high temperature spectrum. In the same manner, the
O2 cold lines absorb principally the intensity emitted by the CO2

ines. That is why the SMG assumption does not introduce a
upplementary error and the two models give identical results.

oreover, the contribution of CO to the overall atmospheric ab-
orption is negligible in view of its low concentration. At sea
evel, CKFG and CKFG-SMG reach a good accuracy since R

7%. At high altitude, both models give also good results �R
5% � if the plume thickness is greater than 0.1 m. As the plume

hickness increases, the R ratio decreases. The comparison of the
values involved in Figs. 2�a� and 2�b� shows the role of the

ressure on R, which enhances the spectral overcorrelation effects.
n the spectral interval �2000–2500 cm−1�, the CK-SMG and CK
odels can be used �R	7% � if the plume thickness is greater

han 1 m.
For the remote-sensing application at sea level, Fig. 3�a� repre-

ents the mapping of the R ratio obtained either with the CKFG-
MG model or the CKFG model, in the spectral interval
450–3850 cm−1. In this figure, the atmospheric path length is
runcated to 1 km �103 m�; beyond this value, the average inten-
ity in the spectral interval is not significant. Figure 3�a� shows
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Fig. 4 Mappings of the R ratio in the spectral interv
and the plume thickness for „a… CKFG-SMG and CK
CK-SMG and CK in Case 1, and „d… CK-SMG and CK i
hat both models, considering FGs, lead to a difference compared

ournal of Heat Transfer
to the reference �LBL� of 5–10% when the atmospheric path in-
creases. For the high altitude case, the mappings of R for the
CKFG and CKFG-SMG models are, respectively, presented in
Figs. 3�b� and 3�c�. In this spectral interval, H2O and CO2 lines
overlap. Then, the SMG assumption introduces additional errors
due to the change in mole fraction. It is for this reason that the
CKFG model �R
10% � has better accuracy than the CKFG-
SMG model �R
17% �. Although the SMG assumption intro-
duces supplementary errors, both models reach values of the R
ratio greater than 5%. The models do not give a sufficiently good
accuracy when the long atmospheric path is considered. The re-
sults for the CK and CK-SMG models are not shown in this case
because of their low accuracy. For this spectral interval,
3450–3850 cm−1, the LBL approach is recommended if a very
high accuracy is necessary. If an R ratio close to 10% is a tolerable
accuracy, the CKFG-SMG model should be used for applications
at sea level; at high altitude, the CKFG model is recommended.

Figures 4�a�–4�d� represent the mapping of the R ratio obtained
with the narrow band models in the spectral interval
3850–4150 cm−1. The results computed with the CKFG model
are similar to those computed with the CKFG-SMG model. In the
same manner, the results of the CK model are identical to those
obtained with the CK-SMG model. Figure 4�a� shows that the R
ratio reaches values around 10% for the remote-sensing case at the
sea level, whereas for the high altitude case �Fig. 4�b��, the R ratio
takes values lower than 5%. At the sea level, the models using the
FGs do not seem to be accurate enough. This is due to the optical
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thickness of H2O, which is larger at sea level than at high altitude.
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n addition, when FGs are not used, e.g., with the CK and CK-
MG models in Fig. 4�c�, the R ratio exceeds 50%. Comparing
igs. 4�c� and 4�d�, the same conclusions can be drawn. The in-
uence of H2O concentration leads to a better accuracy of the CK
nd CK-SMG models at high altitude than at the sea level.

ummary and Conclusion
The present study evaluates the accuracy of the narrow band
odels in two specific applications: the remote sensing of a high

emperature plume at sea level and at high altitude. In the spectral
anges studied, 2000–2500 cm−1, 3450–3850 cm−1, and
850–4150 cm−1, the CKFG and the CKFG-SMG models are
ound to have identical accuracies in remote-sensing applications.
owever, an exception occurs for the high altitude case in the

pectral interval 3450–3850 cm−1. At high altitude, the CKFG
odel gives an R ratio lower than 10%, which is better than the
KFG-SMG, which reaches 17%. In this particular case, the SMG
ssumption provokes an additional difference. Overall, this study
hows that the error induced by the SMG assumption is almost
egligible. However, if the two models are compared in terms of
omputing time, the CKFG-SMG needs half of the computational
ime required by the CKFG model. In most cases, the CKFG-
MG model is the most efficient narrow band model, among the
nes studied in this paper, for the remote sensing of a high tem-
erature plume.
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ffect of Velocity and Temperature
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variety of velocity and temperature boundary conditions on the
nset of ferroconvection in an initially quiescent ferrofluid layer in
he presence of a uniform magnetic field is investigated. The lower
oundary of the ferrofluid layer is assumed to be rigid-
erromagnetic, while the upper boundary is considered to be ei-
her rigid-ferromagnetic or stress-free. The thermal conditions in-
lude a fixed heat flux at the lower boundary and a general
onvective, radiative exchange at the upper boundary, which en-
ompasses fixed temperature and fixed heat flux as particular
ases. The resulting eigenvalue problem is solved using the Galer-
in technique and also by the regular perturbation technique
hen both boundaries are insulated to temperature perturbations.

t is observed that an increase in the magnetic number and the
onlinearity of fluid magnetization as well as a decrease in Biot
umber are to destabilize the system. Further, the nonlinearity of
uid magnetization is found to have no effect on the onset of
erroconvection in the absence of the Biot number.
DOI: 10.1115/1.2952742�

eywords: ferroconvection, constant heat flux, Galerkin
echnique, regular perturbation technique

Introduction
Ferromagnetic fluids are colloidal suspensions of fine magnetic
onodomain nanoparticles �diameter of the particles is typically

0 nm� in nonconducting carrier liquids such as water, ester, hy-
rocarbon, etc. These fluids are not found in nature but are artifi-
ially synthesized due to their widespread interest in diverse ap-
lications �see Refs. �1–3��. Besides, heat transfer through
errofluids has received the attention of many researchers in the
ecent past because of its many technological applications. Finlay-
on �4� was the first to study the linear stability of ferroconvection
n a horizontal layer of ferrofluid heated from below in the pres-
nce of a uniform vertical magnetic field, which is the generali-
ation of the classical Rayleigh–Benard problem. Thermoconvec-
ive instability of ferrofluids without considering buoyancy effects
as been investigated by Lalas and Carmi �5�, whereas Shliomis
6� has analyzed the linear relation for magnetized perturbed

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 2, 2007; final manuscript re-
eived March 22, 2008; published online August 6, 2008. Review conducted by

holik Chan.

ournal of Heat Transfer Copyright © 20
quantities at the limit of instability. A similar analysis, but with the
fluid confined between ferromagnetic plates, was carried out by
Gotoh and Yamada �7� using the linear stability analysis. Schwab
et al. �8� have conducted experiments and their results are found
to be in good agreement with those in Ref. �4�. Recently, Kaloni
and Lou �9� have studied convective instability in a horizontal
layer of magnetic fluid by considering the relaxation time and the
rotational viscosity effects.

All the above mentioned studies dealt with isothermal boundary
conditions at the surfaces of the ferrofluid layer. However, consid-
eration of actual situations suggests that these conditions may be
too restrictive �10�. For instance, if the heating at the lower sur-
face is by passing an electric current through a thin metallic foil,
then the appropriate boundary condition would be a fixed heat flux
rather than a fixed temperature. Therefore, the aim of the present
study is to investigate analytically the condition for the onset of
convection in a ferrofluid layer for different hydrodynamic bound-
aries �i.e., both boundaries rigid, lower-rigid, and upper-free
boundaries� with fixed heat flux and convective-radiative ex-
change conditions at lower and upper boundaries, respectively.

2 Mathematical Formulation
We consider an infinite horizontal layer of an electrically non-

conducting Boussinesq ferrofluid of depth d in the presence of a
uniform magnetic field H0 acting normal to the boundaries. A
Cartesian coordinate system �x ,y ,z� is used with the origin at the
bottom of the surface and the z-axis vertically upward. At the
lower boundary z=0, a constant heat flux condition of the form

− k1
�T

�z
= q0 �1�

is used, while at the upper boundary z=d, a radiative type of
condition of the form

− k1
�T

�z
= ht�T − T�� �2�

is invoked. In the above equations, T is the temperature, q0 is the
conductive thermal flux, k1 is the overall thermal conductivity, ht
is the heat transfer coefficient, and T� is the temperature in the
bulk of the environment. It is clear that there exists the following
solution for the quiescent basic state:

qb = 0, pb�z� = p0 − �0gz −
1

2
�0�tg�z2 −

�0M0��

1 + �
z −

�0�2�2

2�1 + ��2z2

Tb�z� = T0 − �z, Hb�z� = �H0 −
K�z

1 + �
�k̂ �3�

Mb�z� = �M0 +
K�z

1 + �
�k̂

where k̂ is the unit vector in the z-direction, �=q0 /k1 is the tem-
perature gradient, T0=T�+q0 /ht�1+htd /k1�, and the subscript b
denotes the basic state. To study the stability of the basic state, we
perturb all the variables in the form

q = q�, p = pb�z� + p�, T = Tb�z� + T�
�4�

H = Hb�z� + H�, M = Mb�z� + M�

where q�, p�, T�, H�, and M� are perturbed variables and are
assumed to be small.

Following the standard linear stability analysis procedure �4�
and assuming the principle of exchange of stability is valid, the
resulting dimensionless equations are then found to be

�D2 − a2�2W = − Ra2�M1D� − �1 + M1�	� �5�

2 2
�D − a �	 = − �1 − M2�W �6�
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�D2 − a2M3�� = D	 �7�

ere, D=d /dz is the differential operator, W is the amplitude of
ertical component of velocity, 	 is the amplitude of temperature,

is the amplitude of magnetic potential, a=��2+m2 is the over-
ll horizontal wave number, R=�tg�d4 /
� is the Rayleigh num-
er, M1=�0K2� / �1+���t�0g is the magnetic number, M2
�0T0K2 / �1+���0C0 is the magnetic parameter, and M3= �1
M0 /H0� / �1+�� is the measure of nonlinearity of fluid magneti-
ation. The typical value of M2 for magnetic fluids with different
arrier liquids turns out to be of the order of 10−6 and hence its
ffect is neglected as compared to unity.

Equations �5�–�7� are solved using the following boundary con-
itions:

W = DW = � = D	 = 0 �on the lower rigid boundary� �8�

W = DW = � = D	 + Bi	 = 0 �if the upper boundary is rigid�
�9�

W = D2W = D� = D	 + Bi	 = 0 �if the upper boundary is free�
�10�

here Bi=htd /k1 is the Biot number. The cases Bi=0 and Bi
�, respectively, correspond to constant heat flux and isothermal

onditions at the upper boundary.

Solution
Equations �5�–�7� together with the chosen boundary conditions

onstitute an eigenvalue problem, which has been solved by the
alerkin method. Accordingly, W, 	, and � are written as

W�z� = �
i=1

N

AiWi�z�, 	�z� = �
i=1

N

Ci	i�z�, ��z� = �
i=1

N

Di�i�z�

�11�

here Ai, Ci, and Di are unknown constants to be determined. The
ase functions Wi�z�, 	i�z�, and �i�z� are generally chosen such
hat they satisfy the corresponding boundary conditions �4�. For
igid-rigid as well as lower-rigid and upper-free boundaries, they
re chosen as

Wi = �z4 − 2z3 + z2�T
i−1
* , 	i = z2�1 − 2z/3�T

i−1
*

�12�
�i = �z2 − z��z − 2�T

i−1
*

Wi = �2z4 − 5z3 + 3z2�T
i−1
* , 	i = z2�1 − 2z/3�T

i−1
*

�13�
�i = z2�1 − 2z/3�T

i−1
*

here T
i
*’s are the modified Tchebychev polynomials. The above

rial functions satisfy all the boundary conditions except the natu-

Table 1 Comparison of Rc and ac

Bi

Sparrow et al. �10�

Rigid-rigid Rigid-free

Rc ac Rc ac

0 720. 000 0.00 320.000 0.0
0.1 807.676 1.23 381.665 1.0
1 974.173 1.94 513.792 1.6

10 1204.571 2.44 725.150 2.1
100 1284.263 2.53 804.973 2.2
� 1295.781 2.55 816.748 2.2
al one, namely, D	+Bi	=0 at z=1, but the residual from this

04502-2 / Vol. 130, OCTOBER 2008
condition is included as residual from the differential equation.
Multiplying Eq. �5� by Wj�z�, Eq. �6� by 	 j�z�, and Eq. �7� by
� j�z�, performing the integration by parts with respect to z be-
tween z=0 and z=1, and using the boundary conditions, we obtain
a system of linear homogeneous algebraic equations in Ai, Ci, and
Di. Nontrivial solution exists if and only if a given characteristic
determinant is equal to zero. This leads to a relation involving the
characteristic parameters R, Bi, M1, M3, and a in the form

f�R,Bi,M1,M3,a� = 0 �14�

4 Numerical Calculations and Discussion
The numerical procedure used is validated first by comparing

the critical Rayleigh number Rc, and the corresponding wave
number ac with those obtained by Sparrow et al. �10� for different
values of Bi under the limiting case of M1=0 �i.e., ordinary vis-
cous fluid� for rigid-rigid and rigid-free boundary conditions in
Table 1. We note that an excellent agreement between both ap-
proaches and thus verifies the accuracy of the numerical proce-
dure used in the investigation.

Figures 1 and 2 show the variation of Rc as a function of Bi for
different values of M1 �=0,1 ,5� with M3=1, and for different
values of M3 �=1,10,�� when M1=5, respectively. The results are
shown for rigid-rigid as well as lower-rigid and upper-free bound-
aries. We note that an increase in M1 and M3 is to hasten, while an
increase in Bi is to delay the onset of ferroconvection. Moreover,
Rc is found to be independent of M3 when Bi=0. In other words,
the nonlinearity of magnetization �i.e., M3� has no influence on
the onset of ferroconvection if the boundaries are insulated to
temperature perturbations. Besides, the critical Rayleigh numbers
of rigid-rigid and rigid-free boundaries become closer as the value
of M1 increases. As expected on physical grounds, the critical
Rayleigh numbers for rigid-rigid boundaries are found to be
greater than those of rigid-free boundaries.

The complementary effects of the buoyancy and the magnetic
forces are made clear in Fig. 3 by displaying the loci of Rc and
Rmc, where Rm�=RM1� is the magnetic Rayleigh number, for
different values of M3 when Bi=2 for both types of velocity
boundary conditions. It is seen that Rc is inversely proportional to
Rmc. As M3→�, irrespective of the boundaries considered, the
data fit the following relation exactly:

Rc

Rc0
+

Rmc

Rmc0
= 1 �15�

where Rc0 is the critical Rayleigh number in the nonmagnetic case
�Rm=0� and Rmc0 is the critical magnetic Rayleigh number in the
nongravitational case �R=0�.

Figures 4 and 5 illustrate the variation of ac as a function of Bi
for different boundary conditions and also for different values of
M1 and M3. From these two figures, it is evident that increase in
M1 is to decrease ac and thus its effect is to increase the size of

r different values of Bi with M1=0

Present analysis

Rigid-rigid Rigid-free

Rc ac Rc ac

720.000 0.000 320.000 0.000
807.676 1.2281 381.665 1.0151
974.172 1.9427 513.790 1.6438
1204.57 2.4367 725.147 2.1055
1284.28 2.5394 804.972 2.2029
1295.78 2.5490 816.744 2.2147
fo

00
15
4
1
0
1

convection cells �see Fig. 4�. Whereas, an increase in Bi and M3 is
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o increase ac indicating that their effect is to reduce the dimen-
ion of convection cells �see Fig. 5�. Further, the critical wave
umbers for rigid-rigid boundaries are higher than those of rigid-
ree boundaries.

Since the critical wave number is negligibly small when the
oundaries are insulated to temperature perturbations �i.e., D	
0 at z=0,1�, the eigenvalue problem is also solved analytically
sing the regular perturbation technique with wave number a as a
erturbation parameter. Accordingly, W, 	, and � are expanded
n powers of a2 as

�W,	,�� = �W0,	0,�0� + a2�W1,	1,�1� + ¯ �16�
quation �16� is substituted into Eqs. �5�–�7� as well as in the
oundary conditions, and the terms of different orders are col-

Fig. 1 Variation of Rc as
Fig. 2 Variation of Rc as a f

ournal of Heat Transfer
lected and solved. The solution to the zeroth order equations for
rigid-rigid and rigid-free boundaries is found to be

W0 = 0, 	0 = 1, and �0 = 0 �17�

The solution for velocity at the first order for rigid-rigid and rigid-
free boundary conditions is then found as follows:

W1 = R�1 + M1��z4 − 2z3 + z2�/24 �18�

W1 = R�1 + M1��z4 − 5z3/2 + 3z2/2�/24 �19�

An expression for the critical Rayleigh number for rigid-rigid and
rigid-free boundary conditions is obtained from the solvability
condition

unction of Bi when M3=1
unction of Bi when M1=5
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n the forms

Rc = 720/�1 + M1� �21�
nd

Rc = 320/�1 + M1� �22�

espectively. When M1=0, Eqs. �21� and �22�, respectively, reduce
o Rc=720 and Rc=320, which are the known exact values for an
rdinary viscous fluid layer �10�. From Eqs. �21� and �22�, it is
urther observed that the critical Rayleigh numbers are indepen-
ent of M3 and thus corroborate the numerically obtained results
n the previous section, but inversely proportional to M1. It is

Fig. 3 Variation of Rc as a
Fig. 4 Variation of ac as a fu

04502-4 / Vol. 130, OCTOBER 2008
important to note here that the results obtained from the simple
regular perturbation technique coincide exactly with those ob-
tained from time consuming numerical methods and thus provide
a justification for the analytically obtained results for the pre-
scribed heat flux conditions �i.e., Bi=0� at the boundaries.

5 Conclusions
From the foregoing study, it is observed that an increase in the

values of M1 and M3 is to destabilize, while an increase in Bi is to
stabilize the ferrofluid motion against convection. The nonlinear-
ity of fluid magnetization has no influence on the onset of ferro-
convection if the boundaries of the ferrofluid layer are insulated to
temperature perturbations. Further, an increase in M1, and a de-
crease in Bi and M3 are to decrease the critical wave number.

nction of Rmc when Bi=2
nction of Bi when M3=1
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lso, �Rc and ac�rigid–rigid� �Rc and ac�rigid–free. The numerically
nd analytically obtained results complement each other for the
ase of insulated boundaries.
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n empirical model for natural convection heat transfer for film-
oiling condition has been developed for volumetrically heated
articulate debris beds when flooded with water at the top of the
ed. The model has been derived from the quenching data gener-
ted in the POMECO facility located at KTH, Stockholm. A dry-
ut model is also developed for countercurrent flooding limiting
ondition when the heat generating saturated debris bed is
ooded with water from the top. The model is in good agreement
ith the experimental data over a wide range of particle size and
orosity as compared to the existing models. The implication of
he models with respect to quenching of porous debris bed formed
uring postulated severe accident condition is discussed.
DOI: 10.1115/1.2952756�

eywords: natural convection, boiling, quenching, debris bed,
evere accident, nuclear reactor, dryout heat flux

Introduction
During a postulated severe accident in a nuclear power plant,

he core melt can fail the reactor vessel and relocate into the
ontainment. In the Swedish boiling water reactors �BWRs� and
he Westinghouse pressurized water reactors �PWRs�, the vessel
avity is flooded with water before the vessel failure, resulting in
ormation of a particulate debris bed on the cavity floor due to the
elt breakup in water. If no more water is available, the existing
ater will evaporate in time resulting in a dry particulate bed,
hich still generates decay heat. The coolability of the debris bed
n the containment floor is essential to prevent the failure of the
enetrations in the floor and the eventual failure of the basemat,
hich can cause radioactivity release and land contamination.
A convenient accident management scheme to cool the debris

ed is to flood the bed with water from top of it. The cooling of
ebris bed may proceed by heat transfer from the heat generating
articles to the overlying water by conduction, single-phase con-
ection, and boiling. As long as cooling is adequate to remove the
eat from all portions of the debris bed, the temperature in the
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debris remains stabilized or keeps on reducing. In this condition,
due to the high temperature difference between the particles and
the surrounding fluid, film boiling prevails and the rate of heat
removal is limited by the corresponding heat transfer behavior in
the debris bed. Once the temperature falls to a low value, nucleate
boiling is initiated and the heat is removed at a much faster rate
than that in film-boiling condition. In view of this, the most im-
portant phenomenon to be considered in order to quantify the
coolability of the debris bed is that occurring at film-boiling con-
dition. However, if the heat generation rate is sufficiently high, a
point is reached where the boiling process and associated convec-
tion can no longer carry away all the heat generated in the bed and
the bed begins to dry out.

In the analysis of postaccident heat removal, it is important to
know whether porous bed can be adequately cooled by natural
convection of boiling water. Hardee and Nilson �1� proposed a
model for conduction and single-phase convection heat transfer
characteristics of fluid saturated porous media for the case of uni-
form internal heat generation with cooling from the top. However,
to the authors’ knowledge, there are almost no models available in
literature on convective film-boiling heat transfer in porous debris
bed with heat generation and flooded from the top. In this paper,
an effort has been made to develop a model for natural convection
heat transfer for film boiling from the quenching characteristics of
a volumetrically heated homogeneous particulate bed with top
flooding. For this, the quenching test data obtained from the
POMECO facility �2� were used. From the experimental data, an
empirical model was developed for the calculation of local heat
transfer coefficient in terms of Rayleigh number and Nusselt num-
ber applicable to particulate debris bed.

As said before, the most important physical phenomenon in the
particulate debris bed is the prediction of limiting heat flux above
which local dryout can occur, leading to remelting of the debris.
Such a process can occur when vapor bubbles leaving the top
surface of the bed do not allow the counterflow of the cold liquid,
which is necessary to quench the bed. In this paper, a dryout
model has been developed from the countercurrent flooding limi-
tation criteria. The model was compared to the existing models for
dryout in particulate debris bed with top flooding condition. The
proposed model compares well with the experimental data for a
wide range of particle sizes and porosities relevant to the condi-
tions of light water reactors �LWRs�.

2 Physical Model and Equations

2.1 Natural Convection Model. The model has been devel-
oped from the measured data in the POMECO facility. A detailed
description of the POMECO facility is given in Ref. �2� and hence
will not be discussed here. Only a brief description of the facility
is given below.

2.1.1 POMECO Experiment. To simulate the corium debris
bed formed in a LWR during a postulated severe accident, experi-
ments were conducted with sand having a particle size of 0–2 mm
�mean size of 0.2 mm� and a porosity of 0.4, which is closer to the
actual debris formed in a nuclear reactor accident �3�. The sand
bed was located in a rectangular test section with dimension
350�350�450 mm3. The test section was flooded with water
from the top by keeping the water in an upper tank just above the
test section. The dimension of the upper tank is 350�350
�900 mm3. The bed was heated almost uniformly by employing
electrical heaters. After the bed was heated to an average tempera-
ture of approximately 450 °C, water at a temperature of around
90 °C was added to the top of the bed. The height of the water
column above the bed was nearly 0.5 m, which was kept constant
throughout the test. The power input to the bed was 4.6 kW. The
radial and axial temperature distributions in the bed were mea-
sured by 33 K type thermocouples.

Figure 1 shows a typical temperature distribution in the bed

when the bed is flooded from the top. The top of the bed is

OCTOBER 2008, Vol. 130 / 104503-108 by ASME
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uenched first and the quench front propagates from the top to the
ottom of the bed as observed from the temperature distribution in
he figure.

2.1.2 Model Development. The fluid flow and heat transfer
haracteristics of a heat generating porous medium are strongly
ependent on conditions at the boundaries of the region. Since the
all would be cooler than the bed, a descending boundary layer
ow can develop at the walls. If the walls of the containing vessel
ave negligible thermal mass and conductivity, they can be treated
s adiabatic surfaces, and the balance between buoyant and vis-
ous forces determines the onset of convection

The local Rayleigh number �4�, which characterizes the relative
agnitude of buoyant forces and viscous forces, is defined as

ollows:

Rax =
��g�X��QX2/Km��

��m
�1�

he local Nusselt number �4� for the particulate bed is defined as

Nux =
QX2

�Km�Ts − T���
�2�

n the above definitions, Q is the heat generation rate per unit
olume of the sand bed. For the porous debris bed formed in the
evere nuclear reactor accident,

Q = QV�1 − �� �3�

he physical properties in the particulate bed are calculated as
ollows.

In the absence of measured data, the thermal conductivity, Km,
s calculated by mixing rule as �4�

Km = ���Kf� + �1 − ��Ks� �4�

s the thermal conductivity of particle bed is very low, the error
aused by the difference between the measured and calculated
hermal conductivities can be ignored.

The permeability, �, is calculated directly using the Kozeny–
armen equation �5�, as follows:

� =
d2�3

�180�1 − ��2�
�5�

he thermal diffusivity, �m, of the porous bed was calculated from

ig. 1 Temperature distribution in the porous debris bed dur-
ng the quenching test
ixing rule by the following equation:

04503-2 / Vol. 130, OCTOBER 2008
�m =
Km

����Cp� f + �1 − ����Cp�s�
�6�

From the general correlation between the Nusselt number �Nu�
and the Rayleigh number �Ra�,

Nu = cRan

where c is the constant coefficient and n is the constant exponent
in the equation.

From the temperature distribution in the bed during the quench-
ing process, the local Rayleigh and local Nusselt numbers were
calculated from quasisteady temperature data in the film-boiling
region. The local Rayleigh number and the local Nusselt number
so obtained from the test data are plotted in Fig. 2. From best
fitting of 51 data points by linear regression, the following rela-
tionship is obtained:

Nux = 0.0189Rax
0.667 �7�

2.2 Dryout Heat Flux Model. A state-of-the-art review of the
coolability of particulate debris bed has been provided recently by
Bürger and Berthoud �6�. They have highlighted the discrepancies
of current models to capture the complex dryout phenomena in
particulate debris bed.

In this work, the dryout model is developed on the basis of the
countercurrent flooding condition criteria. In the flooding model,
the liquid-vapor counterflow is limited by the drag between the
liquid and the vapor. For the flooding limit of steam flowing up-
ward and water downward, the Wallis model �7� can be used as

�Jv
��1/2 + �mJl

��1/2 = C �8�

In Eq. �8� m and C are the constants. For relatively larger diameter
particles �d	1 mm�, for which both the liquid and the vapor flow
are turbulent, constant m in Wallis model can be taken as 1 �7�. So
Eq. �8� reduces to

�Jv
��1/2 + �Jl

��1/2 = C �9�

expressing Jv
� and Jl

� as

Jv
� = Jv��v/gD��l − �v��2�1/2 �10�

and

Jl
� = Jl��l/gD��l − �v��2�1/2 �11�

The effect of surface tension is assumed negligible since the heat

Fig. 2 Relationship between Nux versus Rax for film boiling in
porous debris bed
flux is assumed to vary with the one-eighth of the surface tension.
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n steady state evaporation, the mass flow rate for inflowing liquid
rior to dryout must equal the rate at which vapor leaves the
urface. For relatively larger particles for which flooding is appli-
able, the equation of continuity is

�vJv = �lJl �12�
quations �9�–�12� can be combined to yield the vapor flux at
ooding condition as

Jv,f =
C2�gD�2��l − �v�/�v�1/2

�1 + ��v/�l�1/4�2 �13�

ince the vapor flux is maximum at the top of the bed, the dryout
eat flux at the top of the bed, qd, is given by

qd = �vhlvJv,f �14�

here hlv is the latent heat of vaporization of liquid. The value of
depends on how tightly packed the bed is; however, the tight-

ess of the packed bed depends on the ratio of the flow volume to
he particle surface area, which can be expressed as

D =
�

�1 − ��s
�15�

or the case of particles of uniform spheres of diameter d, the
pecific surface s can be expressed as the particle surface area to
he volume ratio. For the spherical particle of radius r,

s =
4
r2

4

3

r3

=
3

r
=

6

d

or irregularity of the shape, the average diameter �dav� is multi-
lied by a shape factor ���, as given in Ref. �8�.

Hence, the dryout heat flux can be expressed as

qd =
C2hlv�g�3��l − �v��v/s�1 − ���1/2

�1 + ��v/�l�1/4�2 �16�

or the commonly used conditions for a system pressure of 1 bar
nd the expected particulate debris during severe accident in a
uclear power plant, a mean porosity � of about 0.39 may be
ssumed. For relatively large particles, the dryout heat flux varies
ith square root of particle diameter.
From the dryout heat flux data of various authors �9–14�, the

oefficient C in Eq. �16� has been evaluated considering the varia-
ion of dryout heat flux versus the particle diameter and porosity
sing a linear regression analysis. The constant C so obtained is
.149 and the dryout heat flux is given by

qd = 0.539hlv
���l − �v��vgd�3/�1 − ���1/2

�1 + ��v/�l�1/4�2 �17�

Discussions and Concluding Remarks
This paper contains development of models for boiling natural

onvection in a porous particulate bed and dryout heat flux. The
odels have been developed from quenching and dryout data ap-

licable to nuclear reactors in a low probable severe accident con-
ition.

3.1 Natural Convection Model. In the analysis of postacci-
ent heat removal, it is important to know whether the bed can be
dequately cooled by natural convection of coolant liquid. The
atural convection model, Eq. �7�, can be used to estimate the
lm-boiling heat transfer coefficient during the debris bed cooling
t any location of the debris bed formed during severe accident
ondition. Due to the complex quenching behavior of the debris
ed, the data obtained from quenching tests were scattered �Fig. 1�
nd the model so generated using these data predicted with a
tandard deviation of �18% and a regression factor �R�=0.984

Fig. 2�. Considering the complexity in the thermal hydraulics

ournal of Heat Transfer
involved in the severe accident phenomena, the correlation cur-
rently developed can be used to compute the heat removal rate by
natural convection with reasonable accuracy.

3.2 Dryout Heat Flux Model. The summary of some previ-
ous experiments investigating the dryout heat fluxes in particle
beds with top flooding conditions is detailed in literature �15�.
Several models are available in literature for the prediction of
dryout heat flux �16�. The prediction of Eq. �17� and other classi-
cal models are compared with the dryout measurements of Refs.
�9–14,17,18� in Fig. 3. Because of the large number of indepen-
dent variables �diameter, porosity, and material properties�, the
data are plotted in terms of predicted versus measured dryout flux.
A comparison among the predictions due to these models shows
large-scale differences �Fig. 3� among them �19�.

The dependence of dryout heat flux on particle size and poros-
ity measured by various authors for a system pressure of 1 bar is
shown in Fig. 4. In general, it can be seen that the different ex-
periments yield some spread in the published data. This is due to
the different experimental sets and measurement procedures �20�.
A general statement on the validity of the models only based on
these values is not possible. However, the tendency to predict

Fig. 3 Comparison of different models for dryout heat flux in
porous debris bed

Fig. 4 Dependence of dryout heat flux with particle size and

bed porosity

OCTOBER 2008, Vol. 130 / 104503-3
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ower dryout heat flux than the measured ones with increasing
iameter and porosity can be seen in the classical models from
ipinski over Reed to Theofanous. For large diameter particles,
lassical Lipinski model predicts higher dryout heat flux than the
xperimental data. However, other classical models predict lower
ryout heat flux than the experimental data for larger size particles
21�. The gross higher or lower predictions �as compared with the
xperimental data� by the established models of the dryout flux for
he large particles are expected to be even worse as the particle
iameter increases �22–24�. To further assess the applicability of
hese models, the errors between the measured and predicted val-
es of these models have been calculated and are shown in Fig. 5.

mean percentage error has also been calculated as

%mean error =

�
i=1

N

�qm,i − qp,i�/qm,i

N
� 100

here qm,i and qp,i are the measured and predicted dryout fluxes,
espectively, and N is the number of points. For the current, Lip-
nski, Reed, Theofanous, Tung/Dhir, Schulenberg, and Ostenson/
ipinski models, the mean percentage errors are found to be
early 19.0, 25.0, 22.0, 35.0, 43.0, 28.0, and 50.0, respectively,
onsidering 18 experimental data �Fig. 5�.

Such a large nonconservatism is not desirable in nuclear reactor
afety assessment, and useful consideration of the appropriate
odel should be made for the particle diameters in excess of
1 mm. In this perspective, the present dryout model, Eq. �17�,

s found to be closer to the measured values as compared with
thers and applicable for a wide range of particle diameter and
orosity of the debris bed.

omenclature
Cp � specific heat �J /kg K�

d � particle diameter �m�
g � acceleration due to gravity �m /s2�

hlv � latent heat of vaporization of water �J/kg�
Jv

� � dimensionless superficial velocity of vapor
Jl

� � dimensionless superficial velocity of liquid
Jv � upward vapor flux �m/s�
Jl � downward liquid flux �m/s�

Jv,f � vapor flux at flooding condition �m/s�
K � thermal conductivity �W /m K�

ig. 5 Percentage error of different models versus particle
ize and bed porosity
Nux � local Nusselt number

04503-4 / Vol. 130, OCTOBER 2008
QV � heat generation rate per unit volume in the
solid fraction �W /m3�

Q � heat generation rate per unit volume of the
bed �W /m3�

qd � dryout heat flux �W /m2�
Rax � local Rayleigh number
T� � fluid temperature �°C�
Ts � surface temperature �°C�
X � distance from the bottom of the bed �m�

Greek Symbols
� � thermal diffusivity �m2 /s�
� � thermal expansion coefficient of the fluid

�K−1�
� � porosity
� � permeability �m2�
� � dynamic viscosity �N s /m2�
� � density �kg /m3�

Subscripts
f � fluid

m � medium �sand bed�
l � liquid
s � sand �surface�
v � vapor
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oret and Dufour Effects on Free
onvection Heat and Mass Transfer
rom a Horizontal Flat Plate in
Darcy Porous Medium

. A. Lakshmi Narayana

. V. S. N. Murthy1

-mail: pvsnm@maths.iitkgp.ernet.in

epartment of Mathematics,
ndian Institute of Technology, Kharagpur,
haragpur, 721 302 West Bengal, India

he effect of Soret and Dufour parameters on free convection from
horizontal flat plate in a Darcian fluid saturated porous medium

s analyzed using the similarity solution technique. With constant
all temperature and concentration, the similarity solution is pos-

ible even when Soret and Dufour effects are considered in the
edium. The transformed coupled systems of ordinary differential

quations involve parameters such as the buoyancy ratio param-
ter N and diffusivity ratio Le in addition to the Soret Sr and
ufour Df parameters. The effect of all these parameters on the

onvective transport has been analyzed, and the variation of heat
nd mass transfer coefficients with Dufour and Soret parameters
s presented through computer generated graphs.
DOI: 10.1115/1.2789716�

eywords: free convection, heat transfer, mass transfer, bound-
ry layer, Soret effect, Dufour effect, Darcy porous media

ntroduction
Coupled heat and mass transfer phenomenon in porous media is

aining attention due to its interesting applications. The flow phe-
omenon in this case is relatively more complex than that in the
ure thermal/solutal convection process. Processes involving heat
nd mass transfer in porous media are often encountered in the
hemical industry, in reservoir engineering in connection with
hermal recovery process, and in the study of the dynamics of hot
nd salty springs of a sea. Underground spreading of chemical
aste and other pollutants, grain storage, evaporation cooling, and

olidification are few other application areas where combined
hermosolutal convection in porous media can be observed. Due
o the coupling of temperature and concentration, new parameters
uch as buoyancy ratio and Lewis number �diffusion ratio� arise,
nd they influence the convective transport to a greater extent.
ansod �1� analyzed the coupled heat and mass transfer from a
orizontal flat surface immersed in a Darcy porous medium under
oundary layer assumptions. A review of both natural and mixed
onvection boundary layer flows in Darcy fluid saturated porous
edia is given in Nield and Bejan �2�.
In processes involving vigorous free convection heat and mass

ransfer in clear fluids as well as porous media, there may be
ugmentation of the heat transfer coefficient because of the con-
entration gradients and the mass transfer coefficient due to the
hermal gradients. The Soret effect corresponds to species differ-
ntiation developing in an initially homogeneous mixture submit-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 26, 2006; final manuscript
eceived July 17, 2007; published online August 7, 2008. Review conducted by Jose

. Lage.
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ted to a thermal gradient, and Dufour effect corresponds to the
diffusion of heat caused by concentration gradients. In several
earlier studies, Soret and Dufour effects are neglected on the basis
that they are of a smaller order of magnitude than the effects
described by Fourier’s and Fick’s laws. These effects are consid-
ered as second order phenomena and may become significant in
areas such as hydrology, petrology, geosciences, etc.

However, Eckert and Drake �3� indicated the processes where
the Dufour effect becomes significant in the medium. Anghel et al.
�4� analyzed both the Soret and Dufour effects on free convection
boundary layer over a vertical surface embedded in a porous me-
dium and noticed an appreciable change in the flow field. Pos-
telnicu �5� analyzed the influence of magnetic field considering
Soret and Dufour effects from a vertical surface in porous me-
dium. Partha et al. �6� studied the effect of magnetic field and
double dispersion on free convective heat and mass transport con-
sidering the Soret and Dufour effects in a non-Darcy porous me-
dium. Recently, Postelnicu �7� analyzed the influence of chemical
reaction on flow field considering Soret and Dufour effects from a
vertical surface in a porous medium. The effect of Soret and Du-
four parameters on free convection heat and mass transfers from a
vertical surface in a doubly stratified Darcian porous medium has
been reported by Lakshmi Narayana and Murthy �8�. The influ-
ence of Soret and Dufour parameters on free convective heat and
mass transport from a horizontal plate in a non-Darcy porous me-
dium has been analyzed by Murthy and Lakshmi Narayana �9�
considering power law variation for the temperature and concen-
tration at the wall.

It was reported in Postelnicu �5�, Partha et al. �6�, and Lakshmi
Narayana and Murthy �8� that a large difference in the values of
the Dufour and Soret parameters results in the change in sign of
the nondimensional heat and mass transfer coefficients. For cer-
tain combinations of these parameters, heat reversal is observed
inside the boundary layer region, and the heat/mass transfer coef-
ficient has been found to be negative for some other combinations
of these parameters. The objective of the present study is to in-
vestigate the presence of such peculiarities in free convection heat
and mass transfers from a horizontal surface with uniform wall
temperature and concentration in a fluid saturated Darcian porous
media with Soret and Dufour effects.

Governing Equations
Consider the free convection heat and mass transfers from a

horizontal plane surface in a fluid saturated Darcy porous medium
with Soret and Dufour effects �Fig. 1�. Viscous resistance due to
the solid boundary is neglected under the assumption that the
medium is with low permeability. The governing equations for the
flow, heat and mass transfers under the boundary layer, and
Boussinesq approximations are given by

�u

�x
+

�v
�y

= 0 �1�

�u

�y
=

− Kg�T

�
� �T

�x
+

�c

�T

�C

�x
� �2�

u
�T

�x
+ v

�T

�y
= �

�2T

�y2 +
Dk

CsCp

�2C

�y2 �3�

u
�C

�x
+ v

�C

�y
= D

�2C

�y2 +
Dk

CsCp

�2T

�y2 �4�

The boundary conditions are given by

y = 0: v = 0 T = Tw C = Cw �5a�

y → �: u → 0 T = T� �const� C = C� �const� �5b�

Here, x and y are the Cartesian coordinates along and normal to

the plate, respectively, u and v are the averaged velocity compo-
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ents in x and y directions, respectively, T and C are the tempera-
ure and concentration, respectively, �T and �C are the coefficients
f thermal and solutal expansion, respectively, � is the kinematic
iscosity of the fluid, c is the inertia coefficient, K is the perme-
bility, g is the acceleration due to gravity, � and D are the ther-
al and solutal diffusivities of the medium, k is the thermal dif-

usion ratio, Cp is the specific heat at constant pressure, and Cs is
he concentration susceptibility. The suffix � indicates the condi-
ions in the ambient medium.

Using the similarity transformation,

� =
y

x
Rax

1/3 � = �Rax
1/3f��� T − T� = �w����

C − C� = �w���� �6�
he governing Eqs. �1�–�4� reduce to the following set of ordinary
ifferential equations:

f� =
2

3
���� + ��� �7�

�� + Df�� = −
1

3
f�� �8�

�� + SrLe�� = −
Le

3
f�� �9�

he boundary conditions �Eqs. �5a� and �5b�� are transformed to

� = 0 f = 0 � = 1 � = 1 �10a�

� → � f� → 0 � → 0 � → 0 �10b�

ere, �w=Tw−T�, �w=Cw−C�, and Rax=Kg�T�wx /�� is the
ayleigh number defined based on the thermal conditions. The
arameters involved in the present study are the diffusivity ratio
e=� /D and buoyancy ratio N=�c�w /�T�w �N	0 indicates aid-

ng buoyancy where both the thermal and solutal buoyancies are
n the same direction and N
0 indicates opposing buoyancy
here the solutal buoyancy is in the opposite direction to the

hermal buoyancy�. Also, Df=Dk�w /CsCp��w and Sr
Dk�w /CsCp��w are Dufour and Soret parameters. The nondi-
ensional heat transfer coefficient �Nusselt number� and the non-

imensional mass transfer coefficient �Sherwood number� are
iven by

Nux

Rax
1/3 = − ���0� and

Shx

Rax
1/3 = − ���0�

esults and Discussion
The resulting ordinary differential equations �Eqs. �7�–�9��

Fig. 1 Schematic of the problem
long with the boundary conditions �Eqs. �10a� and �10b�� are

04504-2 / Vol. 130, OCTOBER 2008
integrated by giving appropriate initial guess values for f��0�,
���0�, and ���0� to match the solutions with the corresponding
boundary conditions at f����, and ����, and ����, respectively.
The solution procedure is explained in Partha et al. �6� and is not
repeated here for brevity. Extensive calculations have been per-
formed to obtain the flow, temperature and concentration fields for
the following range of parameters: 0
Le�30, −0.2�N�1, 0
�Sr�15, and 0�Df
0.5. The results obtained here are accurate
up to the fourth decimal place. The numerical results are analyzed
and presented for aiding and opposing buoyancies in the presence
and absence of the Dufour and Soret parameters in the Darcy
porous media.

Aiding Buoyancy. The Dufour parameter Df represents the
amount of heat added to the system because of the concentration
gradients, and thus it will be more reasonable to discuss the varia-
tion of the temperature and nondimensional heat transfer coeffi-
cient with this parameter. The nondimensional temperature � and
concentration � inside the boundary layer are plotted against � in
Figs. 2�a� and 2�b� for analyzing the influence of Dufour and
Soret parameters independently on the thermal and concentration
fields in the Darcy porous medium. From Fig. 2�a�, it is evident

Fig. 2 „a… Variation of � with � for fixed N for varying Le and Df
in the absence of Sr. „b… Variation of � with � for fixed N for
varying Le and Sr in the absence of Df.
that increase in Df decreases the temperature distribution in the
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medium when Sr=0. It is also noted from the results obtained that
when Df=0=Sr, as Le increases, the nondimensional temperature
decreases in the medium. When Df=0 and Sr=0, as Le increases,
the nondimensional concentration is found to decrease in the me-
dium. When Df=0, the nondimensional concentration decreases
with increasing values of the Lewis number, and this is evident
from Fig. 2�b�, for varying Sr. Also, it is observed that the nondi-
mensional concentration increases with increasing values of the
Soret parameter.

The Nusselt number is plotted against Df for different values of
Le and Sr with fixed N in Fig. 3. It is clear that the Nusselt
number increases linearly with Df. However, it decreases nonlin-
early with increasing value of Le. The heat transfer coefficient
increases as Sr increases in the medium; also, it is seen that as Le
increases, the difference between the nondimensional heat transfer
coefficient gets magnified with increasing value of the Sr.

The Sherwood number is plotted against the Soret parameter Sr
for different values of Le, with fixed N and Df in Fig. 4�a�, and
against the Lewis number for different values of Sr with fixed
values of N and Df in Fig. 4�b�. From these figures, it is seen that
the Sherwood number decreases with increasing value of the Soret
parameter Sr, while it increases with Le in a nonlinear fashion,
and this is seen in Fig. 4�b�. Also, for nonzero values of the

Fig. 5 „a… Variation of � with � for fixed N for varying Le and Df
in the absence of Sr. „b… Variation of � with � for fixed N for
varying Le and Sr in the absence of Df.
ig. 3 Variation of nondimensional heat transfer coefficient
ith Df for varying Le and Sr for fixed N
ig. 4 „a… Variation of nondimensional mass transfer coeffi-
ient with Sr for varying Le and Df for fixed N. „b… Variation of
ondimensional mass transfer coefficient with Le with varying
Dufour parameter, the value of the Sherwood number is less when

OCTOBER 2008, Vol. 130 / 104504-3
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f=0 and it decreases with increasing values of Df. From Eq. �9�,
t is clear that Le Sr is the parameter that is responsible for the
ncrease in the mass transfer coefficient because of thermal gradi-
nts. Thus, for large values of Le �	1�, the value of the mass
ransfer coefficient is more as when Le is less than 1, the curves
orresponding to the mass transfer coefficient lie below those of
e greater than or equal to 1. Thus, when the product Le Sr

ncreases, the mass transfer coefficient is enhanced, as it should
e. It is observed that the mass transfer coefficient increases with
ncreasing Le in the medium. It is also observed that the nondi-

ensional mass transfer coefficient becomes negative for large
alues of the Soret parameter in the absence and presence of the
ufour effect in the medium.

Opposing Buoyancy. In the opposing buoyancy case where the
olutal buoyancy opposes the thermal buoyancy, the thermal and
olutal variations with respect to the nondimensional parameters
re significantly different from those in the aiding buoyancy case.
he nondimensional temperature � is plotted against � in Fig.
�a�, in the absence of the Soret effect for fixed N. Like in the
iding buoyancy, here also, it is observed that the Dufour param-
ter decreased the temperature distribution in the medium, and
his reduction is further lowered as the value of the Lewis number
ncreases. Variation of the nondimensional concentration � with �
s plotted in Fig. 5�b� for different values of Le and Sr with Df

ig. 6 „a… Variation of nondimensional heat transfer coefficient
ith Df for varying Le and Sr for fixed N. „b… Variation of non-
imensional heat transfer coefficient with Le for fixed N with
arying Df in the absence of Sr.
0. From this figure, it is evident that increase in Sr increased the

04504-4 / Vol. 130, OCTOBER 2008
nondimensional concentration in the medium. However, it is ob-
served that the nondimensional concentration decreases with in-
creasing values of Le.

The nondimensional heat transfer coefficient plotted against Df
for varying Le and Sr in the Darcy medium in Fig. 6�a� indicates
that the heat transfer coefficient increases with both Df and Le,
while a reduction in the heat transfer coefficient is seen with in-
creasing Sr. Contrary to what has been observed in the aiding
buoyancy case, in the opposing buoyancy case, when Sr=0 and
Df=0, the Nusselt number increases steeply up to a value of Le
and a steady raise is seen as Le is increased further. As the value
of Df increases, a similar behavior is seen for small values of Le,
but the Nusselt number is observed to decrease in the medium as
Le is increased further. This is clearly seen from Fig. 6, where the
curves are plotted for the buoyancy ratio N=−0.2. This phenom-
enon can also be seen with other values N in the opposing buoy-
ancy case.

The nondimensional mass transfer coefficient is plotted against
Sr for varying Le and Df in Fig. 7�a�, and this figure indicates
clearly that the mass transfer coefficient is decreases with both Sr
and Df, while it increases as Le increases. This confirms the fact
that even in the opposing buoyancy case, as the value of the
product of the parameters Le and Sr increases, the mass transfer
coefficient increases. The variation of the mass transfer coefficient

Fig. 7 „a… Variation of nondimensional mass transfer coeffi-
cient with Sr for varying Le and Df for fixed N. „b… Variation of
nondimensional mass transfer coefficient with Le for fixed N
with vaying Sr in the absence of Df.
against the Lewis number for different values of the parameter Sr

Transactions of the ASME
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s presented in Fig. 7�b�. From these curves, it is evident that the
ass transfer coefficient increased with the Lewis number, while a
arginal decrease is seen as the value of the Soret parameter is

ncreased.
As observed in the earlier studies on convective transport from
vertical surface in porous media by Postelnicu �5�, Partha et al.

6�, and Lakshmi Narayana and Murthy �8�, in the present study it
as also been observed that for certain combinations of Df and Sr,
he Sherwood number becomes negative depending on the values
f the Lewis number. A list of values of Df and Sr for which the
herwood number continues to become negative is presented in
ables 1 and 2 for aiding and opposing buoyancies, respectively.
he Dufour parameter is given very small values, as it is indicated

n the literature that its impact is seen mostly in gaseous media.
he Soret parameter is given higher values �refer to Tables 1 and
� to bring out the instances where there is a change in the sign of
he Sherwood number. The practicality of these high values for Sr

able 1 Critical values of Sr for which the Sherwood number
ecomes negative when N=1

Le Df Sr

0 0.5
0.1 0.01 0.5

0.1 0.5

0 1.9
1 0.01 1.8

0.1 1.7

0 6.9
5 0.01 6.6

0.1 6.2

able 2 Critical values of Sr for which the Sherwood number
ecomes negative when N=−0.2

Le Df Sr

0 0.9
0.7 0.01 0.9

0.1 0.9

0 1.6
1 0.01 1.5

0.1 1.4

0 6.8
5 0.01 6.8

0.1 5.9
ournal of Heat Transfer
may be questionable, but the qualitative behavior of ����� clearly
changes with large values of Sr in both aiding and opposing buoy-
ancies for all values of the Lewis number.

Conclusions
The effect of Soret and Dufour parameters on free convection

heat and mass transfers from a horizontal flat plate in a Darcy
porous medium has been analyzed. The results are presented in
both aiding and opposing buoyancy cases for various values of the
flow governing parameters via the diffusivity ratio Le, buoyancy
ratio N, Dufour parameter Df, and Soret parameter Sr. It is ob-
served that the nondimensional heat and mass transfer coefficients
are changed to an extent by the Soret and Dufour effects. In aiding
buoyancy, the Nusselt number increases linearly with Df. How-
ever it decreases nonlinearly with increasing value of Le, whereas
the Sherwood number decreases linearly with increasing value of
the Soret parameter Sr and it increases with Le in a nonlinear
fashion. When the product Le Sr increases, the mass transfer co-
efficient is enhanced. Contrary to what has been observed in the
aiding buoyancy case, in the opposing buoyancy case, an increase
in the heat transfer coefficient is observed with increasing values
of Le in the absence of the Dufour effect and also for small values
of the Dufour parameter, but as the value of this parameter is
increased, a reduction in the heat transfer coefficient is seen with
the Lewis number. Even in the opposing buoyancy case so, as the
value of the product of the parameters Le and Sr increases, the
mass transfer coefficient increases. A change in the sign of the
Sherwood number is noticed for certain combinations of Df and
Sr values, and these are tabulated in both aiding and opposing
buoyancies.
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eating and Ignition of Metal Particles
n the Transition Heat Transfer
egime

alil Mohan

ikhaylo A. Trunov

dward L. Dreizin

epartment of Mechanical Engineering,
ew Jersey Institute of Technology,
ewark, NJ 07102

his paper considers the heating and ignition of small metallic
articles in hot gases for a range of Knudsen numbers, for which
he continuum description of heat transfer is not valid. Modified
uchs’ model for the transition heat transfer analysis was adapted

o treat diatomic gas with properties changing as a function of
emperature. The dimensionless heat transfer coefficient, Nusselt
umber, was calculated as a function of the particle diameter for
he transition heat transfer regime. Heat transfer rates in the tran-
ition regime are somewhat different from one another for the
ases of particle heating and cooling while the absolute values of
he particle-gas temperature difference are the same. This effect
oes not exist for the continuum heat transfer model. It is ob-
erved that the applicability of the continuum heat transfer model
or particles of different sizes depends on pressure and particle-
ir temperature difference. For example, for particles at 300 K
eated in air at 2000 K, the continuum heat transfer model can be
sed for particle diameters greater than 10 �m and 1 �m at the
ressures of 1 bar and 10 bars, respectively. Transition heat
ransfer model must be used for the analysis of heat transfer for
anosized particles. For calculating the ignition delay, the con-
inuum model remains useful for particle diameters greater than
8 �m and 2 �m for 1 bar and 10 bars, respectively. The sensi-
ivity of the transition heat transfer model to the accommodation
oefficient is evaluated. It is found that for metallic particles, the
ccommodation coefficient has a relatively weak effect on the heat
ransfer rate. �DOI: 10.1115/1.2945881�

eywords: transition regime heat transfer, ignition delay, ener-
etic particle, magnesium ignition

ntroduction
Problems involving the heat transfer between spherical particles

nd quiescent gas are ubiquitous in such applications as laser-
nduced incandescence �LII� �1–3�, solid propellant combustion
4–7�, metal powder explosions in air �8–10�, etc. Such problems
lso need to be considered in multiple laboratory experiments,
uch as powder ignition in shock tube experiments �11,12� and
aser ignition of aerosol particles �13,14�. In many cases, the par-
icle sizes are of the order of microns and the treatment of the
urrounding fluid �gas� as a continuum medium becomes invalid.
ypically, the transition heat transfer regime is recommended
hen Knudsen number, Kn, defined as Kn=� /D, where � is the
ean free path in gas and D is the particle diameter, is in the

ange of 0.01–10 �15�. Figure 1 shows two constant Knudsen

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 27, 2007; final manuscript re-
eived December 27, 2007; published online August 7, 2008. Review conducted by

alter W. Yuen.

ournal of Heat Transfer Copyright © 20
number lines for Kn=0.01 and Kn=10, in the coordinates of par-
ticle diameter and temperature of air at atmospheric pressure.
Conditions of heat transfer for most micron-sized particles in the
applications mentioned above should be described by the transi-
tion regime.

The transition heat transfer regime has been dealt with exten-
sively in the literature �15–17�. Various quasisteady analytical so-
lutions �17,18� as well as interpolation-based approaches �19–22�,
describing heat transfer, have been proposed. In most of the sug-
gested models, such as based on T-jump approximation �21� and
others, a small temperature difference between the particle and the
quiescent ambient gas is assumed. This assumption makes the
respective models unacceptable for applications listed above,
where a particle is typically heated to a temperature exceeding
that of the surrounding gas by thousands of degrees. For a two-
layer model proposed by Fuchs �23� and modified by Wright �24�,
the assumption of a small temperature difference between the par-
ticle and gas is less critical and can be relaxed. Recently, Fuchs’
model has been validated using direct Monte Carlo simulation
�16�. The model has been shown to be advantageous compared to
other proposed approaches �15,16� and is recommended for use in
many related applications. The model is relatively simple and
readily implemented, but it still requires an iterative evaluation of
the temperature at the boundary between the “free-molecular
layer” and “continuum” surrounding. Thus, for each specific ap-
plication, it is desirable to determine the range of particle sizes
and experimental conditions when the use of this model is neces-
sary. This study focuses on the applications dealing with particle
ignition. In this case, the most readily detectable experimental
parameter is an ignition delay for a heated particle. The discrep-
ancy between the ignition delays predicted by the modified Fuchs
model and by the continuum heat transfer calculation is deter-
mined and discussed for particles of different sizes. In addition,
the version of the Fuchs model that was validated in Ref. �16� has
been further modified to account for a diatomic gas with thermal
properties varied as a function of temperature. The effects of the
transition regime heat transfer on the heating and cooling of par-
ticles of different diameters are considered and compared to each
other. Finally, the sensitivity of the predicted heat transfer rate to
a usually poorly known accommodation coefficient is considered.

Transition Heat Transfer Model by Fuchs Modified for
Diatomic Gas

A model describing the heat transfer for a sphere in the transi-
tion regime was proposed by Fuchs �23�. The model introduced a
so-called Langmuir layer with thickness � adjacent to the particle.
The heat transfer within the Langmuir layer is assumed to occur in
the free-molecular regime, while outside the layer, the heat trans-
fer is described by a continuum model. The free-molecular ex-
pression for the heat transfer rate within the Langmuir layer is
given as �16�

q̇ = q̇free molecular = ��D2Pg� kBT�

8�mg

�* + 1

�* − 1
�Tp

T�

− 1� �1�

where � is the accommodation coefficient, mg is the mass of a gas
molecule, kB is the Boltzmann constant, D is the particle diameter,
Pg is the ambient gas pressure, TP is the particle surface tempera-
ture, T� is the gas temperature at the boundary of the Langmuir
layer, i.e., at a distance of �D /2+�� from the center of the particle,
and � is the adiabatic index of the ambient gas. The superscript
“ *” indicates that the value of � is averaged over the temperature
range of �TP–T�� �16�, calculated as

1

�* − 1
=

1

TP − T�
�

T�

TP dT

� − 1
�2�

In the region outside Langmuir’s layer, heat transfer is calculated

using the continuum regime expression �15�
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q̇ = q̇continuum = 4��D/2 + ��T����
T�

Tg

k�T�dT �3�

here k is the gas thermal conductivity. Langmuir’s layer thick-
ess ��T�� is approximately equal to the mean free path ��T��
15,24�.

The value of � is calculated for a monoatomic gas in Ref. �16�
s

��T�� =
4

5

k�T��
Pg

�mgT�

2kB
�4�

he effect of any pressure difference between the gas in Lang-
uir’s layer and the ambient gas is neglected. Note that Eq. �4� is

ifferent from a more general equation reported in Refs. �15,25�
nd describes the mean free path in polyatomic ideal gases �see
q. �5� below�. Equations �1� and �3� can be solved iteratively for
�, so that the rate of heat transfer can be determined.
Modified Fuchs’ model described above has been validated us-

ng direct Monte Carlo simulations �22� in Refs. �15,16� for a
ypothetical monoatomic gas. In order to use this result for air,
hich is a diatomic gas, air properties, such as the thermal con-
uctivity and the adiabatic index �26�, should be used instead of
he monoatomic gas properties. In addition, Eq. �4� used for the

ean free path calculation should be replaced by an equation
ppropriate for a diatomic gas. As noted above, a more generic
quation for the mean free path is available and given, for ex-
mple, by Refs. �15,25�:

���T�� =
k�T��

Pg
	 ��T�� − 1

9��T�� − 5

�8�mgT�

kB
�5�

hen applied to a monoatomic gas, i.e., �=5 /3 Eq. �5� is differ-
nt from Eq. �4� by a constant factor of �� /3. While Eq. �5�
llows one to account for the polyatomic gas properties depending
n the specific heat ratio, �, the direct validation of Fuchs’ model
as performed in Ref. �16� using Eq. �4�. Thus, in order to use
uchs’ model validated in Ref. �16� to describe the heat transfer in
polyatomic gas, Eq. �5� replaced Eq. �4� while being corrected

y the factor of 3 /��.
Figure 2 shows the dimensionless heat transfer coefficient or

usselt number as a function of Knudsen number and as a func-
ion of the particle diameter for a selected fixed combination of
article and air temperatures. The accommodation coefficient is
ssumed to be equal to 1. The value of the Nusselt number ap-
roaches “2” for bigger particles indicating the approaching con-
inuum regime. The dashed curve is for the hypothetical mono-
tomic gas used in Ref. �16�. Note that the scale is logarithmic so
he difference between the curves for monoatomic and diatomic

ig. 1 Constant Knudsen number lines as a function of par-
icle temperature and gas temperature
ases is not insignificant. The Nusselt number is defined here as

04505-2 / Vol. 130, OCTOBER 2008
Nu =
q

�Dk̄�Tp − Tg�
�6�

where

k̄ =
1

Tp − Tg
�

Tg

TP

k�T�dT �7�

In the continuum regime, heat transfer is independent of pres-
sure. However, when the continuum regime analysis stops being
applicable, the rate of heat transfer becomes a strong function of
pressure.

In the continuum regime, heat transfer rates are of the same
magnitude for the heating and cooling of a particle in hot and cold
gases, respectively, when the absolute value of the particle-gas
temperature difference is the same. This is no longer the case for
transition and free-molecular regimes, where the magnitudes of
heat transfer rates for particle heating and cooling become differ-
ent even when the absolute values of the particle-gas temperature
difference are the same. Indeed, the transition regime heat transfer
rate depends on Langmuir’s layer thickness, �, which is effec-
tively equal to the mean free path at T�. The value of T� is not a
simple average of the particle and gas temperatures and the thick-
nesses of Langmuir’s layers are different for the cold and hot
particles of the same sizes placed in hot and cold gases, respec-
tively. Furthermore, for small particles, T� is closer to the gas
temperature than to the particle temperature, while the opposite is
true for large particles. Thus, the difference between the heat
transfer coefficients for heating and cooling reverses around a
specific particle size, depending on particle-gas temperatures and
gas pressure. Figure 3 shows the Nusselt number defined by Eq.
�6� and calculated as a function of particle diameter for the parti-
cle’s heating and cooling in air. When a colder particle is being
heated in air for the considered air and particle temperatures, the
heat transfer rate should be calculated using Fuchs’ model for
particles less than about 10 �m and 1 �m for pressures of 1 bar
and 10 bars, respectively. When a hotter particle is being cooled in
air, Fuchs’ model must be used for particles smaller than about
50 �m and 5 �m for pressures of 1 bar and 10 bars, respectively.
The above cutoff limits were calculated while allowing a 5% de-
viation from the value of Nu=2 corresponding to the continuum
heat transfer regime. The difference between the transition and
continuum heat transfer approximations is more pronounced for
the particle cooling than for its heating, for micron-sized particles

Fig. 2 Nusselt number as a function of Knudsen number „and
particle diameter… calculated for the transition regime heat
transfer using Fuchs’ model for monoatomic gas †16‡ and for
air considering air properties as a function of temperature
and vice versa for smaller particle sizes.
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gnition Delays for Particles Heated in the Transition
egime
For many experimental situations, ignition can be modeled

ased on the heat balance analysis for an igniting particle. For
xample, for an experiment in which particles are ignited in a
hock wave �11,12�, the heat balance can be written as

MC
�Tp

�t
= Q̇chemical + Q̇convection + Q̇radiation �8�

here M is the particle mass, C is its specific heat, and Tp is its

emperature; Q̇chemical is the chemical heat generation rate, which
s the term describing an exothermic process responsible for igni-

ion, and Q̇radiation and Q̇convection are the radiation and convection
eat transfer rates, respectively. The two latter terms can lead to
article heating when it is below the environment temperature
and below the temperature of the surrounding walls� and to its
ooling when the particle starts self-heating above the environ-
ent gas temperature due to the chemical heat generation. The

adiation term is readily determined from the Stefan–Boltzmann
aw shown below:

Q̇radiation = ��SB��D2��Tp
4 − Tw

4 � �9�

here � is the emissivity, �SB is the Stefan–Boltzmann constant,
nd Tp and Tw are the particle and surrounding wall temperatures,
espectively. It is assumed that the ambient gas temperature, Tg, is
qual to the wall temperature, Tg=Tw.

The convection term, Q̇convection, is calculated using the transi-
ion regime heat transfer model described above. For comparison,
he convection term is also calculated using the continuum model
nd the neglecting particle slip, i.e., assuming that Nusselt num-
er, Nu=2.

Q̇convection
continuum = 2�D�

TP

Tg

k�T�dT �10�

The chemical heat generation rate term needs to be specifically
escribed for each material. In this paper, the simplest Arrhenius-
ype model was used. The specific model used in calculations was
uggested for the description of the ignition of the spherical mag-
esium particles �6,27,28�

Q̇chemical = Ar	Hox�D2 exp	−
Ea

RTp

 �11�

here Ar is the Arrhenius preexponent, Ar=1010 kg m−2 s−1 �27�,
Hox is the heat of oxidation for magnesium, Ea is the activation

ig. 3 Nusselt number calculated as function of the particle
iameter and pressure for the transition heat transfer regime at
ressures of 1 bar and 10 bars. Particle heating: Tg=2000 K
nd Tp=300 K. Particle cooling: Tg=300 K and Tp=2000 K.
nergy, Ea=215 kJ /mol �6,27,28�, and R is the universal gas con-

ournal of Heat Transfer
stant. Note that the specific values of the activation energy and the
preexponent employed here were reported in the literature based
on ignition experiments for micron-sized particles. Such a de-
scription is expected to provide a reasonable accuracy for the
calculations presented in this paper, while it clearly neglects the
effect of the transition regime heat and mass transfer processes on
the rate of chemical reaction. In the future, such effect will need to
be considered and a modified expression for the rate of heat gen-
eration due to the chemical reaction will need to be derived.

The event of ignition was defined by the particle temperature
runaway due to a rapid heat release by magnesium oxidation.
Figure 4 shows the temperature histories predicted for a magne-
sium particle inserted in air at air temperatures just below and just
above the ignition threshold. Ignition delay is defined as the time
required to reach the temperature runaway. When the environment
temperature is below the ignition threshold, the temperature run-
away is never observed.

Two parallel sets of calculations for ignition delays were per-
formed, one using modified Fuchs’ model and the other using the
continuum regime model for the heat transfer analysis. Ignition
delays were calculated for magnesium particles with an initial
temperature of 300 K heated in a quiescent air at 2000 K. Figure
5 shows the ignition delays calculated as a function of particle
diameter at the pressures of 1 bar and 10 bars. Due to a slower
heat transfer predicted by the transition regime model as com-
pared to the continuum case, much longer ignition delays are pre-
dicted for submicron-sized particles heated in the transition re-
gime. The effect diminishes as the particle size increases. The
effect is also reduced for elevated pressures. It is observed that for

Fig. 4 Temperature histories for Mg particle inserted in air at
the air temperatures just above „solid line… and just below
„dashed line… of the ignition threshold. The ignition delay is
measured from time t=0, the moment when the particle is ex-
posed to hot air.

Fig. 5 Calculated ignition delay of Mg particle at 300 K in-
serted in air at 2000 K as a function of particle diameter and

pressure
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he specific air and particle temperatures considered, the con-
inuum model can be used to predict ignition delays for particles
reater than 18 �m and 2 �m for pressures of 1 bar and 10 bars,
espectively. The particle size cutoff was calculated allowing 5%
rrors in the ignition delays predicted by the continuum regime
alculations. Note that the ignition delay calculation considers the
article at a continuously increasing temperature. The initial part
f the heating process, when the particle-gas temperature differ-
nce is the greatest, affects the predicted ignition delays most
ignificantly.

The sensitivity of ignition delay to the accommodation coeffi-
ient, �, used in describing the free-molecular heat transfer in Eq.
1� was also considered. Figure 6 shows the ignition delay as a
unction of the particle diameter at an air pressure of 1 bar for
ifferent accommodation coefficients. The breakdown of the con-
inuum model occurs at larger particle diameters for smaller val-
es of the accommodation coefficients. The accommodation coef-
cient for metal particles usually varies in the range of 0.5–0.95
29�. Thus, according to Fig. 6, the practical calculations of igni-
ion delays would be relatively insensitive to uncertainties in the
alue of the accommodation coefficient used in the transition
odel.

onclusions
Modified Fuchs’ model for the transition regime heat transfer

as expanded to account for the properties of diatomic gases as a
unction of temperature. The dimensionless heat transfer coeffi-
ient, Nusselt number, was calculated as a function of particle
iameter using this expanded Fuchs’ model. Heat transfer rates
redicted by the model are somewhat different from one another
or the cases of particle heating and cooling while the absolute
alues of the particle-gas temperature difference are the same.
his effect is not predicted by the continuum heat transfer calcu-

ations. It is observed that the applicability of the continuum heat
ransfer model for the description of heating or cooling of par-
icles of different sizes depends on pressure. For processes involv-
ng particle heating by laser, particle ignition, and similar pro-
esses, the continuum heat transfer model can be used for
articles with diameters greater than about 10 �m at 1 bar, and
or particles greater than about 1 �m at 10 bars. The transition
eat transfer model must always be used for the analysis of heat
ransfer for nanosized particles. For calculating the ignition delay,
he continuum model remains useful for particle diameters greater
han 18 �m and 2 �m for 1 bar and 10 bars, respectively. A usu-
lly poorly known accommodation coefficient is observed to have
relatively small effect on the heat transfer rate in the transition

ig. 6 Calculated ignition delay of Mg particle at 300 K in-
erted in air at 2000 K as a function of particle diameter and
ccommodation coefficient
egime for metallic particles.
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Nomenclature
Ar 
 Arrhenius preexponent �kg m−2 s−1�
C 
 particle specific heat �J kg−1 K−1�
D 
 particle diameter �m�

Ea 
 activation energy �J mol−1�
	Hox 
 magnesium oxidation enthalpy �J kg−1�

Kn 
 Knudsen number
k 
 gas thermal conductivity �J m−1 s−1 K−1�

kB 
 Boltzmann constant �J K−1�
M 
 particle mass �kg�
mg 
 mass of gas molecule �kg�
Nu 
 Nusselt number
Pg 
 ambient gas pressure �kg m−1 s−2�

Q̇chemical 
 chemical heat release in the particle �J s−1�
Q̇convection 
 convection heat transfer by Fuchs’ model

�J s−1�
Q̇radiation 
 radiation heat transfer �J s−1�

Q̇convection
continuum 
 convection heat transfer by continuum model

�J s−1�
q̇ 
 heat transfer rate between particle and gas

�J s−1�
q̇continuum 
 continuum heat transfer for a sphere �J s−1�

q̇free molecular 
 free-molecular heat transfer for a sphere �J s−1�
R 
 universal gas constant �J mol−1 K−1�

Tp 
 particle temperature �K�
Tw 
 surrounding wall temperature �K�
T� 
 gas temperature at Langmuir’s layer �K�

Greek
� 
 accommodation coefficient
� 
 Langmuir layer’s thickness �m�
� 
 particle surface emissivity
� 
 gas adiabatic index

�* 
 average gas adiabatic index
� 
 molecular mean free path for monatomic gas

�m�
�� 
 molecular mean free path for polyatomic gas

�m�
�SB 
 Stefan–Boltzmann constant �J m−2 s−1 K−4�
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xperiments in Single-Phase Natural
irculation Miniloops With
ifferent Working Fluids and
eometries

ietro Garibaldi

ario Misale
-mail: misale@diptem.unige.it

ipartimento di Ingegneria della Produzione,
ermoenergetica e Modelli Matematici DIPTEM-Tec,
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ia all’Opera Pia 15a,
6145 Genova, Italy

he aim of this work is to analyze experimentally the influence of
eometrical parameters and fluid properties on the thermal per-
ormances of rectangular single-phase natural circulation
iniloops, which could be used for cooling of electronic devices.
he present paper analyzes two experimental campaigns per-

ormed on two rectangular miniloops (ML1 and ML2), character-
zed by different heights, when two working fluids (water and
C43) are employed. The temperature trends are measured for
ifferent combinations of miniloop inclination and power, and the
ssociated fluid velocities are calculated by means of an enthalpy
alance. The experimental data are compared with Vijayan’s
odel, developed for large scale loops in steady-state conditions,

orrected with a parameter that takes into account the loop incli-
ation. The dynamical behavior is always stable. The time of the
nitial transient is long at high miniloop inclination (close to hori-
ontal) and at low power, while the temperature overshoot grows
p with increasing power and inclination. Results show that at the
ame power the velocity of FC43 is almost twice than that of
ater, but the thermal performances are worse because FC43 is
haracterized by low specific heat. Moreover, the velocities of the
allest miniloop are the lowest, probably because the enhancement
f shear stresses overcomes the increase in buoyancy forces. For
oth fluids, the velocity grows almost linearly with power. Experi-
ental data show a good agreement with the modified Vijayan’s
odel. �DOI: 10.1115/1.2948393�

eywords: single-phase, natural circulation, miniloop, loop
nclination, reduced gravity, water, dielectric fluid

ntroduction
Natural circulation is a fluid flow phenomenon, which occurs in

ase of density gradients inside a fluid. Even if its thermal effi-
iency is lower than in case of forced convection, natural circula-
ion guarantees good reliability and low costs of maintenance as it
oes not need any mechanical moving part. Therefore, its main
ndustrial applications are in the field of nuclear power plants,
olar heaters, and passive cooling systems of engines, turbines,
nd electronic components.

Most researchers focused their attention on large scale systems,
ith particular consideration to performance optimization and sta-
ility analysis, while there are only a few studies about natural
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circulation inside small scale devices, which were studied until
now only in case of two-phase flow, particularly for computer
cooling applications.

Grief �1� and Vijayan et al. �2� reviewed single-phase natural
circulation in large scale thermosyphons and their applications,
studying, in particular, transient and stable flow and models for
predicting the stability behavior of the system with different heat-
ing and cooling conditions. Other parameters such as loop incli-
nation and pipe materials were analyzed by Misale et al. �3� in a
large scale loop. Muhkherjee and Mudawar �4,5� and Tuma and
Mortazavi �6� studied a two-phase miniloop for cooling electronic
devices. Moreover, Fantozzi et al. �7� compared the performances
of a pulsated two-phase mini thermosyphon �PTPT� with a clas-
sical two-phase thermosyphon, both characterized by internal di-
ameter of the tubes of 4 mm.

This paper describes the experiments performed on two
miniloops with different working fluids. Results were analyzed
with the first campaign made by Misale et al. �8�, and compared
with Vijayan’s correlation �9� proposed for large scale vertical
single-phase natural circulation loops, modified with a correction
factor in order to take into account the reduction in buoyancy
forces due to miniloop inclination.

Experiments

Experimental Setup. The experimental setup consists of two
rectangular single-phase natural circulation miniloops �ML1 and
ML2�. Figure 1 shows a scheme of the miniloops, whereas the
geometrical dimensions of ML1 and ML2 are summarized in
Table 1.

All the tubes are made of copper �99.9%� and are connected by
means of four glass bends. The heater, placed at the bottom side of
the miniloop, is made by a Nichrome wire, rolled around the
horizontal tube, connected to a dc power supply. The cooler is a
coaxial heat exchanger at the top of the miniloop, and it is con-
nected to a cryostat, which provides a mixture of 50% water and
50% glycol. Since the cryostat flow rate is high �1 l /min�, the
temperature along the cooler can be considered constant. Heater,
cooler, and vertical tubes are thoroughly insulated. Heat losses
estimated with classical literature correlations are lower than 5%
of the supplied power. The boundary conditions are of imposed
power at the heater and imposed temperature at the cooler.

The fluid temperatures were measured by four K-type cali-
brated ��0.1°C� and shielded thermocouples �O.D. of 0.2 mm�,
placed in the vertical legs in the middle of the cross sections at a
distance of 40 mm from the horizontal tube axis �Fig. 1�. The
presence of thermocouples inside the tube reduces the cross-
sectional area of 3.2%. This value is sufficiently small to neglect
the consequent increase in pressure losses �10�. Two additional
T-type calibrated ��0.1°C� thermocouples were utilized to mea-
sure the temperature of the cryostat and of the ambient, respec-
tively. Temperature data were stored at the acquisition frequency
of 1 Hz for 5400 s by means of a high speed data acquisition
system.

The miniloop is placed on a plate, which can rotate. With an
inclined miniloop, the buoyancy forces are reduced by a cos���
factor. Neglecting the three-dimensional effects inside the flow,
the miniloop inclination could simulate reduced gravity.

Every run started from stagnant condition: the working fluid
and the coolant inside the cooler were at room temperature, while
the cryostat was at 0°C. Acquisition began, and after 100 s power
was supplied and, at the same time, cooling flow rate started.

Experimental Campaigns. Two experimental campaigns were
done with the same inclination angles but different powers �Table
2�. For ML1 with FC43 power inputs are the same of the ones in
case of water �8�, while for ML2 �water� they are double than in
the case of ML1, because with a taller miniloop a greater power
should be transferred at similar mean fluid temperatures.
FC43 �Table 3� is characterized by density being almost twice
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han that of water, while its specific heat is about one-quarter
ompared to water. Moreover, its isothermal expansion coefficient
nd Prandtl number are one order of magnitude higher than water,
o that at the same boundary conditions the velocity and the mean
uid temperature of FC43 should be higher than those of water.
ynamic viscosity of FC43 is high and should cause smooth ini-

ial temperature transients.
For each combination of inclination and power, three tests from

tagnant condition were performed. Tests at the same boundary
onditions are depicted in the same plot and show good repeat-
bility.

esults

Experimental Data. For each run, the temperature differences
cross heater and cooler as well as the fluid velocities were cal-
ulated. Since the vertical legs were thoroughly insulated, the dif-
erences between the two �T’s were always lower than 5%; for
his reason, only the �Th �across the heater� was considered for
he analysis.

In Figs. 2–4, the transient behaviors of �Th data, for the three
iniloop inclinations, are compared together, whereas Fig. 5 re-

umes the steady-state velocities of the runs. The time scale of the
uns at �=0 deg and �=30 deg �Figs. 2 and 3� is 1000 s, while in
he case of �=75 deg �Fig. 4�, as the transients are very slow, the
emperature trends of the first 2500 s are plotted. As the tests of

L1 were already analyzed and reported in Ref. �8�, only the
verage trend of �Th of ML1 with water is plotted, and it is
ompared with the runs of ML1 with FC43 at the same power and

able 1 Geometrical dimensions „mm… and characteristics of
he miniloops

ML1 ML2

D 4 4
W 180 180
H 151 264

Lh=Lc 100 100
Ltot 662 888

Ltot /D 166 222
H /W 0.84 1.47

Fig. 1 Scheme of the miniloops
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with the runs of ML2 with water at double power. Since the sign
of �T depends only on the circulation direction �clock- or coun-
terclockwise�, the absolute values were plotted. ML2 ��=0 deg�
at 30 W and 50 W showed a 20% difference in �Th between
clockwise and counterclockwise directions. This discrepancy
could be explained both with small asymmetries of the apparatus
and with slightly different positions of temperature sensors.
Therefore, the blue asymptotes in Figs. 2�b� and 2�c� have two
different values. In all other cases, the circulation flowed always
in the same direction, with coincident asymptotic value of �Th for
the repeated runs.

The thermohydraulic behavior of the miniloops was always
stable. In fact, for such a small internal diameter, the shear stresses
stabilize the circulation induced by the buoyancy forces, avoiding
any flow instabilities, which might appear in large scale loops.

Generally, it can be noted that the more inclined is the
miniloop, the longer are the initial quiescent state as well as the
transient time, in particular, at low power. In case of �=0 deg
�vertical� and �=30 deg inclinations, the transient of water in
ML1 is the fastest, probably because of the high viscosity of FC43
and of high inertia of ML2, even if in the latter case data are
compared with double power. At �=75 deg, the transition to
steady state is very slow, and for ML2 the initial temperature
overshoot is very high. In every run FC43 shows smooth tempera-
ture transient, characterized by just one oscillation, while for
ML2, due to high power and slow initial motion, the temperature
peak is very sharp.

Concerning the steady-state temperatures at the same power in
ML1, �T of FC43 is always higher than that of water, because of
its low specific heat, even if its velocity is higher than that of
water �Fig. 5�.

The steady-state velocities as a function of power and loop
inclination were calculated by means of the enthalpy balance
across the heater. The velocity trends are almost linear with
power; however, the investigated power range was limited, in or-
der to avoid the establishment of two-phase flow. For water, the
circulation is faster in ML1 than in ML2. In particular, with �
=0 deg and �=30 deg inclinations, the fluid velocities in ML1 are
20% higher than in ML2, while at �=75 deg the difference rises
up to 60%, even if the buoyancy forces are higher with the taller
miniloop. This result could be explained with an unwanted in-
crease in shear stresses, which are dominant in case of laminar
flow with such small internal diameter.

In case of �=0 deg in ML2 at 30 W and 50 W, there are dif-
ferent velocities, corresponding to the different �Th mentioned
above. At the same power input, the velocity of FC43 in ML1 is

Table 2 Experimental campaigns

� �deg� ML1 power �W� ML2 power �W�

0 5, 15, 25 10, 30, 50
30 2.5, 7.5, 10 5, 15, 20
75 2.5, 7.5, 10 5, 15, 20

Table 3 Thermophysical properties of water and FC43 at
25°C, 1 atm

Watera FC43b FC43/Water

� �kg /m3� 997.1 1859 1.86
� �kg/ms� 8.9E−4 5.4E−3 6.08

� �l/K� 2.5E−4 1.2E−3 4.8
cp �J/kg K� 4183 1042 0.25

Pr 6.3 85.0 13.6

aReference �11�.
b
Reference �12�.
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Fig. 2 Transient behaviors of �T for �=0 deg
h
Fig. 3 Transient behaviors of �T for �=30 deg
h
Fig. 4 Transient behaviors of �Th for �=75 deg
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lmost twice than that of water. �=0 deg and �=30 deg data lie
pproximately on the same line for each fluid, while �=75 deg
ata show a velocity reduction of 25–40% in case of FC43, and of
0–50% in case of water.

Finally, in case of �=0 deg, Table 4 reports the maximum
ower density calculated on the internal heater surface, the maxi-
um temperature overshoot and the maximum asymptotic tem-

Table 4 Power density and maximum temperatures, �=0 deg

Maximum
power
density

�kW /m2�

Maximum
temperature
overshoot

�°C�

Maximum
asymptotic
temperature

�°C�

L1 water 19.9 85.4 63.5
L1 FC43 19.9 81.6 73.4
L2 water 39.8 96.1 77.2

Fig. 5 Steady-s
Fig. 6 Comparison between experime

04506-4 / Vol. 130, OCTOBER 2008
perature after the transient, respectively.
Even if FC43, because of its low specific heat, is characterized

by a higher fluid temperature at steady state, the temperature over-
shoot is lower than in case of water, probably because FC43 is
characterized by high thermal conductivity. In ML2, the overshoot
is close to single-phase limit; however, the steady-state maximum
temperature is close to the one of FC43 with half power input.

Steady-State Data Analysis. As for the present miniloops, all
the runs lead to stable condition with asymptotic values of fluid
temperatures, a one-dimensional steady-state analysis was carried
out following Vijayan’s model �9� developed for large scale natu-
ral circulation loops.

In case of stable flow, as the gravitational forces balance the
shear stresses, it is possible to obtain a correlation between Ress,
the steady-state Reynolds number, and Grm, a modified Grashof
number. For the present analysis, the corrective parameter cos���
term is introduced in Grm to take into account the reduction in
buoyancy forces due to the miniloop inclination � as follows:

fluid velocities
ntal data and Vijayan’s correlation
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Ress =
wD

�
, Grm =

D3�2PH

A�3cp
�g cos��� �1�

or brevity, the analytical model is not reported �see Ref. �9��. The
nal correlation for laminar flow is

Ress = 0.1768�Grm

NG
�0.5

�2�

G is a dimensionless parameter related to geometrical dimen-
ions and the ratio between concentrated and uniform pressure
osses,

NG = �Ltot

D
+

k

f
� �3�

here f =64 /Re and k was evaluated �by us� with Ref. �13�.
The experimental data from the previous campaign �8� with the

ata of the two present campaigns are compared with the modified
ijayan correlation for laminar flow �Fig. 6�. All the experimental
ata follow the correlation line with good agreement. The data
ange of the first campaign �ML1 water� was expanded both to
ower and to higher dimensionless numbers. Experimental data of

L2, which lie at higher Grm, are moderately overestimated,
hile data of the FC43 campaign lie slightly over the correlation

ine. In particular, with ML1 displaced at �=75 deg, with both
C43 and water, the small disagreement could be due to three-
imensional effects, which cause uncertainty on the mean tem-
erature of the fluid at the thermocouple section, and consequently
n the calculated velocity.

onclusions
Single-phase natural circulation was experimentally investi-

ated in two miniloops, characterized by the same width and in-
ernal diameter but different heights. FC43 and water were used as
orking fluids. Miniloop inclination and power input were varied
uring the experimental campaigns.

Conclusions can be summarized as follows:

• The thermohydraulic behavior of the miniloops is always
stable. In fact, for such a small internal diameter, the shear
stresses stabilize the circulation induced by the buoyancy
forces, avoiding any flow instabilities, which might appear
in large scale loops.

• With FC43, the initial temperature transient is smooth but
slow due to its high viscosity. The steady-state maximum
temperature is higher than in case of water, even if the fluid
velocity is almost twice, because of its low specific heat.
Heat transfer performances are therefore worse than those of
water.

• With taller miniloop �ML2�, the steady-state velocities are
slightly �20%� lower than in ML1 because, for such a small
internal diameter, with longer pipes shear stresses increase
more than buoyancy forces. Moreover, the circulation starts
later because of higher inertia so that at similar power the
initial temperature overshoot is higher than in ML1. How-
ever, when single-phase flow is established, the increased
height avoids any temperature disturbance and makes the
system more stable. Actually with ML2 it is possible to
transfer up to 40 kW /m2, while, in the previous campaign
with ML1, at half maximum flux temperatures fluctuations
started to appear.

• The fluid velocity depends strongly on the working fluid
�FC43 is twice faster than water�; it is slightly affected by
miniloop geometry and grows almost linearly with power in
the range investigated. The inclination drops down the ve-
locity only if the miniloop is close to horizontal �25–50% of

velocity reduction at �=75 deg�.

ournal of Heat Transfer
• Experimental data were compared with Vijayan’s correlation
�9�, developed for large scale vertical loops, showing good
agreement. A corrective parameter was introduced in order
to take into account the miniloop inclination. The dimen-
sionless numbers data range �Ress and Grm� of the first cam-
paign �8� was expanded by selecting a different working
fluid and by modifying the geometrical dimensions of the
miniloop.
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Nomenclature
A � flow area, m2

D � pipe internal diameter, m
Grm � modified Grashof number

H � loop height, m
Lc � cooler length, m
Lh � heater length, m

Ltot � total length, m
NG � dimensionless parameter

P � power, W
Pr � Prandtl number

Ress � steady-state Reynolds number
T � temperature, °C

�Th � temperature difference across the heater, °C
W � loop width, m
cp � specific heat, J/kg K
f � friction factor
k � concentrated pressure loss coefficient
t � time, s

w � fluid velocity, m/s

Greek Symbols
� � loop inclination, deg
� � thermal expansion coefficient, 1 /K
� � dynamic viscosity, kg/ms
� � density, kg /m3
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